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1. Introduction
Rel-16 MTC WID [1] has an objective to enhance the scheduling operation:  
· Specify scheduling multiple DL/UL transport blocks with or without DCI for SC-PTM and unicast [RAN1, RAN2]

· Enhancement of SPS can be discussed.

This contribution studied multi transport blocks (TBs) scheduling for unicast.  Specifically, these topics were studied:

· Increasing the number of TB per Grant

· Benefits of interleaving TBs
· Multi-TB Grant design optimizations
2. Increasing the number of TB per Grant

The NPDCCH savings, speed improvements, and SNR gains (if interleaving is supported) that can be obtain by using multi-TB grants (MTBG) is directly proportional to the number of TBs that can be scheduled by one MTBG so increasing this beyond the limit of 2 HARQ process would be beneficial.  The following agreements were made at RAN1#96:

For unicast, relationship 1 is supported: 1 HARQ process corresponds to 1 TB

· FFS: Whether to support relationship 2 (1 HARQ process corresponds up to 2 TBs) in addition to relationship 1
· RAN1 will make decision on the support for the FFS part in RAN1#96bis

Two methods to increase the number of TBs per MTBG will be discussed:
· SPS like scheduling

· A UE capability to support 4 UL HARQ processes
2.1. SPS Like Scheduling 
This method is defined in Samsung [2] which proposes to have DCI feedback (e.g. ACKs/NACK) in pre-defined gaps between the two TBs. 

DL Method: 
For the DL, it is proposed for the UE to send ACKs between the two TBs and if an ACK is not sent or is not decoded the eNB resends the TB error.  In other words, the TBs that will be sent is dynamic and resources that are allocated by the grant are dynamic (i.e. resources allocated depends if TB is received correctly or not). The figure below depicts this procedure:
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The above procedure is complex and would be significant specification and implementation work to define the ACK, the timing, and to handle all errors cases.  As seen from looking at the difference between case 1 and 2, the resources that are allocated by the eNB are different and not known at the time the Grant was sent which complicates the eNB scheduler.  This method doesn’t materially increase the data speeds and may lower the data rate if the gap between the two TBs is large. The gains in NPDCCH efficiency depend on the increase in the size of the MTBG vs the STBG and how often MTBG are used thus the gains are unproven. 
UL Method:
The UL method requires the eNB to send NACKs between the two TBs. If a NACK is decoded by the UE, the UE resends the TB otherwise a new TB is sent. The figure below depicts this procedure:
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Similar to the DL case, the above procedure is complex and would be significant specification and implementation work to define the NACK, the timing, and to handle all errors cases.  As seen from looking at the difference between case 1 and 2, the resources that are allocated by the eNB are different and not known at the time the Grant was sent which complicates the eNB scheduler.  This method doesn’t materially increase the data speeds and may lower the data rate if the gap between the two TBs is large. The gains in NPDCCH efficiency depend on the increase in the size of the MTBG vs the STBG and how often MTBG are used thus the gains are unproven.  

Observation 1: SPS like scheduling using MTGB will require large specification changes, increase eNB scheduler complexity, may decrease data speed, and the NPDCCH efficiency gains are unproven. 
However, the MAJOR issue with this approach is for UL case 3 when the NACK is sent but not decoded by UE. The UE would have to re-transmit TB1 in SF#46 after TB2, TB3 and TB4 which means the UE must support 4 HARQs in the UL to use this mechanism.  The alternative is to live with an ambiguous control channel. 
Observation 2: SPS like scheduling using MTGB in the UL will require > 2 HARQs or the control channel will be ambiguous
One approach suggested by the proponents of this method to combats the lost NACK issue is to rely on the higher layer retransmission mechanism but this has some serious consequences. The higher layer’s work on large PDUs not TBs where PDUs are 12,000bits (1500bytes) in size so when a NACK is lost, depending on RLC/PDCP configuration, the entire 12,000 bit PDU may need to be re-transmitted, not just the TB. Depending on the BLER of the PDCCH, BLER of PUSCH and TBS (i.e. number of TBs that need to be sent per PDU), the probability of losing a single NACK within the many TB needed to send the PDU can be quite high and the UL resources need to retransmit the 12,000 bit PDU can easily surpass the DL PDCCH gains for using this method and the UE power would also increase.   
Observation 3: Using the higher layer retransmission mechanism to fix the lost “NACK” problem for the SPS like scheduling solution, will lead to increased UL retransmission, and UE power consumption increases.
Given the technical analysis given above the following proposal is made:

Proposal 1:   The (1 HARQ process corresponds up to 2 TBs) relationship should not be specified. 
2.2. Support up to 4 UL HARQ processes
As mentioned, the MTBG feature performance is limited by NB-IOT Cat-NB2 2 HARQ process limit. The 2 HARQ limits the data speed, limits the PDCCH scheduling efficiency, and limits time diversity (if used).  The 2 HARQ limit was intended to keep the UE simple which is very relevant for the DL as the HARQ memory will grow with additional HARQ processes but increasing the number of UL HARQ will not have a large impact on UE complexity or memory. When repeats are used, 4 UL HARQs increases data speed by nearly 2X vs 2 UL HARQs and PDCCH scheduling efficiency also clearly increases. At least in the UL, this is a much cleaner and simpler way to improve data speed, and reduce PDCCH scheduling overhead vs the SPS like scheduling method.  This could be an optional feature so that UEs which cannot support 4 UL HARQs can still support MTBG with 2 HARQ process. 
Proposal 2:   For unicast, when all the TBs are scheduled by one DCI, as an optional UE capability, support a maximum of 4 UL HARQ processes
3. Scheduling of Repetitions 

How repetitions are schedule for MTBG is an open issue. For LTE-M in RAN1 #96, it was decided to support both contiguous and interleaved scheduling of repetition but this is still an open issue in NB-IOT.
Discussion:
The figures below show examples of interleaving 2 UL TBs repeated 4 times each:
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	Figure 1. Option 1 - Non-Interleaved TBs
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	Figure 2. Option 2 - Interleaved TBs


Option 2 (interleaving TBs) will introduce more time diversity (TD) and will provide a SNR gain but the time diversity is limited with two TB so introducing of gaps between repeats will improved performance of Option 2. The figure below shows the case of 2 TBs with the introduction of gaps:
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	Figure 1. Option 2 - Interleaved TBs


NPUSCH LLS were conducted to determine the SNR gain of option 2 (See appendix I for detailed simulation assumptions). The following table shows the SNR gains at the 10% BLER point for different cases:

Table 1. Interleaving Gain with Gaps
	Doppler Frequency
	Number of Repeats
	Number of TBs
	Gaps

(ms)
	Gain (dB)

	1 Hz
	8
	2
	0
	0.3

	1 Hz
	8
	2
	100
	0.9

	1 Hz
	8
	2
	200 
	1.8

	1 Hz
	8
	2
	400 
	2.2

	5 Hz
	8
	2
	0
	1.0

	5 Hz
	8
	2
	100 
	1.6

	1 Hz
	32
	2
	0
	0.6


· Interleaving transport blocks provides a large SNR gain 
· Interleaving saves more resources on NPUSCH then MTBG on NPDCCH
· The SNR gain with gaps provides the best SNR gains

Companion LTE-M tdoc [3] provides more details on UE/eNB complexity, and cyclic repetition design which equally apply to NB-IOT with the following major observations:
Observation 4: There is no increase in the peak soft buffering requirements nor any increase in the peak turbo decoding requirements when interleaving TBs. 
Observation 5: Cyclic repetition can still be supported when interleaving TBs

Based on the above discussion and observations the following proposal is made:

Proposal 3:   For the case of single DCI scheduling multiple transport blocks with repetitions, the repetitions for one transport block are interleaved with repetitions of all the other transport blocks
4. Multi-TB Grant (MTBG) Design

4.1. NPDCCH Efficiency vs Multi-TB Grant (MTBG) Size 

Issue: One of the motivations to support MTBG is to reduce PDCCH resources, but there is a potential problem if the size of the MTBG grows too large. If the multi-TB grant (MTBG) grows, the single TB grant (STBG) will have to be padded and grows as well to avoid any UE blind decoding.  If the MTBG is not used all the time, this may in fact increase PDCCH resource usage – the opposite of the motivation. 
· What is the target size for the MTBG? 

· When does it become less efficient than single grants? 

These are open design questions.

Discussion:
For example, assuming legacy single TB grant (STBG) size is 35bits, MTBG adds 16 bits, MTBG are used 50% of the time, and 2 TBs are schedule with a MTBG, then the average number of bits per TB is calculated as:

Normal scheduling:   
35 bits per TB

MTBG Scheduling:  
(35+16)*0.50 + (35+16)/2*0.50= 38 bits per TB

Meaning that MTBG uses MORE pdcch resources than legacy STBG.

The following figure expands on this by showings the minimum amount of time a MTBG must be used vs the increase MTBG size for there to be NO increase in PDCCH resource usage:
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Figure 9:  Minimum MTBG usage for a given increase in DCI Size
As seen from the above figure, a large increase in MTBG size must be justified by higher MTBG usage otherwise it become less efficient than legacy STBG. Given MTBG will likely only be used for larger application data where the control plane messages will still use STBG. Switching between legacy STBG and the MTBG feature will require RRC re-configurations which is not efficient. Given the RRC overhead for switching, a MTBG usage design target should be ~25%. With 25% MTBG usage as the design target, from the above graph, the MTBG should NOT increase by more than ~5 bits if on average 2 TBs are scheduled per MTBG. 

Observation 6: To ensure the MTBG feature saves NPDCCH resources, the size of the MTBG DCI should not grow by more than a ~5 bits if only 2 TB can be schedule per grant.
4.2. STBG/MTBG Flag:

There are several STBG fields that may be reused or re-interpreted for MTBG (e.g. resource, MCS, and HARQ ID). To allow these bits to be re-interpreted or re-purposed for a MTBG, a flag indicating if the grant is a STBG or MTBG should be added. 

Proposal 4:   Add a new flag to the DCI to differentiate between a single TB grant and multi-TB grant. 
4.3. HARQ Process Numbers and number of TB

Issue: How to signal the HARQ process numbers and the number of TBs? 

Discussion: 
A mask indicating which HARQ IDs are being scheduled can be used where a “1” indicates that HARQ ID is being scheduled. This method has no scheduling restriction. 

Proposal 5:   The HARQ process and number of TBs is indicated by a “1” in a bit mask.

4.4. Limit MCS choices
The MCS field for NB-IOT is 4 bits or 16 choices to provide a wide range of TB sizes. The eNB should only use a MTBG if there is sufficiently large number of required bits to transmit or receive so the MTBG will only be used with large TB sizes.  The MCS options could then be limited to a few of the larger TBS or even limited to just one value where this value(s) would be RRC configured or specified in the standard.

Proposal 6:   Limit the MCS option to 4 (2 bits) 
· MCS options are configured by RRC. FFS: MCS choices 
4.5. Limit Resource Assignment choices
The 3-bit resource assignment field (IRU) in the DCI could be reduced in size if less options are available. Since the TBS will be larger for this feature, some of the smaller allocations could be eliminated to save DCI bits because these small allocations do not provide an optimal code rate of 1/3. For example, the # of RUs could be set at >5 when no repeats are used. When repeats are used, even less RU’s are needed as two RV’s are sent to improve the code rate.
Proposal 7:   Limit the Resource Assignment field to 4 options (2 bits) 
5. Conclusions
Observation 7: SPS like scheduling using MTGB will require large specification changes, increase eNB scheduler complexity, may decrease data speed, and the NPDCCH efficiency gains are unproven. 

Observation 8: SPS like scheduling using MTGB in the UL will require > 2 HARQs or the control channel will be ambiguous

Observation 9: Using the higher layer retransmission mechanism to fix the lost “NACK” problem for the SPS like scheduling solution, will lead to increased UL retransmission, and UE power consumption increases.

Proposal 8:   The (1 HARQ process corresponds up to 2 TBs) relationship should not be specified. 
Proposal 9:   For unicast, when all the TBs are scheduled by one DCI, as an optional UE capability, support a maximum of 4 UL HARQ processes
Observation 10: Interleaving observations:
· Interleaving transport blocks provides a large SNR gain 
· Interleaving saves more resources on NPUSCH then MTBG on NPDCCH
· The SNR gain with gaps provides the best SNR gains

Observation 11: There is no increase in the peak soft buffering requirements nor any increase in the peak turbo decoding requirements when interleaving TBs. 
Observation 12: Cyclic repetition can still be supported when interleaving TBs

Proposal 10:   For the case of single DCI scheduling multiple transport blocks with repetitions, the repetitions for one transport block are interleaved with repetitions of all the other transport blocks

Observation 13: To ensure the MTBG feature saves NPDCCH resources, the size of the MTBG DCI should not grow by more than a ~5 bits if only 2 TB can be schedule per grant.

Proposal 11:   Add a new flag to the DCI to differentiate between a single TB grant and multi-TB grant. 
Proposal 12:   The HARQ process and number of TBs is indicated by a “1” in a bit mask.

Proposal 13:   Limit the MCS option to 4 (2 bits) 
· MCS options are configured by RRC. FFS: MCS choices 
Proposal 14:   Limit the Resource Assignment field to 4 options (2 bits) 
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Appendix I
LLS Assumptions
	Parameter
	Value

	Antenna configuration
	1x2, low correlation

	UE Tx Power
	23 dBm

	Transmission BW
	1 Full PRB

	Band
	Band 8 (900 MHz)

	Channel model 
	ETU

	Doppler spread 
	1 and 5 Hz

	Carrier frequency offset
	Uniformly distributed +/- 30 Hz

	IRU
	3

	Cross SF Channel estimation
	11 SFs unless otherwise specified

	TBS
	1000 bits


Design Target








