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Introduction
Based on the agreements made in RAN1 AH 1901, the following issues about Type II overhead reduction for rank 1-2 are discussed in this contribution. 
· FD compression parameters: 
· Basis subset selection () and coefficient subset selection for rank 2
· Size- subset selection bitmap 
· Quantization
The contribution also discusses high-level design principles for rank 3-4 Type II CSI. The other remaining details such as UCI design and CBSR are discussed in [2]. The relevant simulation results are provided in companion contributions [3] – [7]. 

Remaining details of Type II CSI Overhead Reduction
This section addresses some of remaining issues about Type II overhead reduction.

FD compression parameters: 
The first issue is FD compression parameters about which the following agreements and working assumption were made [1].
	Agreement
On basis/coefficient subset selection for the first layer, support the following: 
· …
· 
The value of K0:   where two values of β are supported  
· 
Down select in RAN1#96 from  
· …

Agreement

Two values of M are supported. In RAN1#96, down select between the following alternatives ():
· 
Alt1.  
· 
Alt2. 
· FFS: support for p=1/8 and/or p=3/4 in addition to 1/4 and 1/2 
Agreement
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Values of N3: For  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96
· 
Alt1: N3 is smallest multiple of 2, 3, or 5 which is  
· Alt2: N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5

Working Assumption
On the choice of oversampling factor O3, O3 = 4 is supported  



The first parameter is the  value about which two values needs to be selected from . In order to determine the two values, simulation results are provided in [3]. Based on the results, we observe that (1) the overhead of  can be very large (e.g. 35% more when compared with  for ) without much performance gain, and (2) the performance of  with  is worse than  with  and their overhead is similar. The remaining two values  and  can achieve good performance-overhead trade-offs. We therefore propose .
The second parameter is the  value about which two alternatives were agreed [1] to down-select from: (Alt1)  and (Alt2)  where . In Alt1,  equals (or approximately equals) number of SBs (), which can be a value in , hence . This range of values of  is reasonable in order to achieve competitive performance-overhead trade-off (as verified by simulation results from several companies). In Alt2,  equals number of FD compression units, which equals (or approximately equals) . If , then this implies that . In particular,  can be equal to , which corresponds to no FD compression. Also, this range of values for  is not desired (since it can incur large overhead without any significant performance gain). We therefore propose Alt1 for the  value.     
The third parameter is the  value. According to the agreement (above), when , then , and when , then two alternatives, as shown above, were agreed [1] to down-select from. There are at least the following issues with these two alternatives.
· Two different solutions for  and  adds to UE implementation complexity. A single solution for both cases should be preferred.  
· The threshold value (13) is arbitrary. The rationale behind this value is unclear. Due to this threshold value, a UE needs two different implementations (one for <= 13 case and another for >13 case) even for R=1. 
· Based on simulation results [3], we observe that both alternatives for  case are much worse than  in terms of performance-overhead trade-off. We therefore propose to consider  as baseline solution for  case, and perhaps study whether the baseline solution can be improved to address the concern raised by the proponents of aligning  with the multiples of 2, 3, and/or 5. 
Regarding the fourth parameter (oversampling factor O3), the performance of FD compression can be improved if the FD basis vectors capture the delays (channel taps) accurately. This can be achieved by choosing a suitable O3 value. Based on simulation results, it has been shown that O3=4 achieves good performance. It has also been argued that the oversampled DFT vectors (with O3>1) are equivalent to a phase-rotated version of the critically sampled DFT vectors (with O3=1) and any phase rotation is redundant due to precoder normalization, therefore, there is no need for O3 > 1. In our view, since the overhead associated with O3 = 4 is small (2 bits for signalling one out of three possible shift/rotation parameters, ) and there are benefits of O3 > 1 in some UE implementations, the working assumption should be confirmed.  

Proposal 1: Regarding FD compression parameters, support
· 
· 
· On  for , study alternatives other than the two identified in RAN1 NR-AH 1901 with  as the baseline solution 
· Confirm working assumption of O3=4

Basis subset selection () and coefficient subset selection for rank 2
Based on the offline email discussion on basis subset selection for RI=2, the following refinement to the agreement made in RAN1#95 [8] was concluded.
	ISSUE 2: (Refinement to agreement in Spokane on RI=2) For RI=2:
· SD basis selection (selection of L out of N1N2 SD DFT vectors) is layer-common
· Terms:
·  “FD basis subset selection” refers to the selection of M out of N3 FD DFT vectors
·  “Coefficient subset selection” refers to the selection of NNZC (# non-zero coefficients) out of 2LM where NNZC <= K0
· Down select among the three alternatives below
· Alt 1A: layer-common FD basis subset selection, layer-common coefficient subset selection
· Alt 1B: layer-common FD basis subset selection, layer-independent coefficient subset selection
· Alt 2: layer-independent FD basis subset selection, layer-independent coefficient subset selection
· The size-K0 subset design for layer 0 (the outcome of ISSUE 1) is also applied to layer 1



Based on the simulation results (provided in [4]) comparing the three alternatives for basis subset selection matrix  and coefficient subset selection for rank 2, we observe that (1) Alt1B is the best in terms of performance-overhead trade-off between the three alternatives: achieves up to 3% gain in avg. UPT at the cost of small increase in overhead and (2) When compared with Alt1B, Alt2 is worse in low overhead regime ( and only slightly better in high overhead regime (. Therefore, Alt1B is preferable in our view since it incurs less overhead.
Proposal 2: Support Alt1B for basis and coefficient subset selection for RI=2, i.e., layer-common FD basis subset selection, layer-independent coefficient subset selection.

Size-K0 subset selection bitmap
The third issue is the size-K0 subset selection bitmap about which the following agreement was made [1].
	Agreement
On basis/coefficient subset selection for the first layer, support the following: 
· Size-K0 subset design: down select in RAN1#96 from the following alternatives 
· Alt1. Unrestricted subset (size=2LM)
· Alt2. Polarization-common subset (size=LM)
· Alt3. Restricted subset (for a given subset of beams and FD basis, size=2L+M)



First, between the three alternatives, Alt3 is too restrictive in our view since the bitmap selects a subset of the 2L spatial domain (SD) beams, and another subset of the M frequency domain (FD) basis vectors independently. It is also unclear (at least from the description of Alt3) how the size-K0 subset is determined from the size 2L+M bitmap. Also, this independent/disjoint selection of SD and FD beams or basis vectors may not capture (reflect) the reality in which the size-K0 subset (which corresponds to K0 strong coefficients) does not resemble a “rectangle” in the SD-FD plane (or can’t be obtained using a size-K0 subset selection scheme based on Alt3). We therefore focused on Alt1 and Alt2 and simulation results comparing Alt1 and Alt2 are provided in [5]. In this simulation, we considered both rank 1 only and dynamic rank 1-2 adaptation. We observe that (1) for rank 1, the performance-overhead trade-off of Alt1 and Alt2 is similar with Alt1 achieving more gain (~1% in avg. UPT) at the cost of small increase in overhead, and (2) for dynamic rank 1-2 adaptation, Alt1 shows large gain (~3-5% in avg. UPT in low overhead regime where ) over Alt2. This is due the fact that the power difference of two coefficients that have the same SD and FD basis vectors or beams but correspond to two antenna polarizations can be 3 dB with high probability (e.g. 50%). Also, for rank 2, we observe that the most gain is achieved when the size-K0 subset is selected in layer-specifically. We therefore propose Alt1 for size-K0 subset selection using a bitmap of size , where the bitmap is layer-specific for RI=2.       
         
Proposal 3: For size-K0 subset selection,
· support Alt1 (unrestricted subset) using a bitmap of size  
· bitmap is layer-specific for RI=2

LC coefficient quantization
The fourth issue is LC quantization scheme about which the following were remaining alternatives (based on the discussion after the agreement made in RAN#95 [8])
· Alt1. Rel.15 3-bit amplitude; N-bit phase where N is configured from 2, 3, or 4 
· Alt2A. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing 
· Alt2B. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing
· Alt3. The coefficient matrix  (2L-by-M matrix) is expressed by a product of three matrices (=ABC). A and C are real-valued diagonal matrices and B is a coefficient matrix. The amplitude set for B is {0,1}. For the amplitude sets of A and C:
· Alt 3A: 3bit R15 amplitude set for A and C.  
· Alt 3B: 3bit R15 amplitude set for A and new 2bit amplitude set {0, 1/4, 1/2, 1} for C.  
· Alt4. For each beam: 4-bit amplitude and 4-bit phase for the first FD component’s coefficient; 3-bit amplitude and 3-bit phase for the remaining coefficients
During an offline discussion during RAN1 AH 1901, a new alternative (AltM) was proposed, which is copied below. 
Alt M: 
· UE reports the following amplitudes of the coefficients in , for each spatial beam
· The amplitude of the strongest coefficient per beam
· Quantized with A bits. A = 4 or 3
· For A=4, the alphabet is  (-1.5dB step size)
· For A=3, the alphabet is {,0} (-1.5dB step size)
· The differential amplitudes of the coefficients w.r.t. the strongest coefficient in this beam
· Quantized with B bits. B = 2 or 3
· For B=2, the alphabet is  (-3dB step size)
· For B=3, the alphabet is  (-3dB step size)
· (A, B) can be configurable from (4, 2), (4, 3), (3, 2)
· UE reports the phases of the coefficients in . 
· Phases are quantized with C = 3 bits (8PSK) or 4 bits (16PSK), which is configurable
In our view, 
· Alt1 is a baseline quantization scheme since it is simple, performs scalar quantization of each non-zero (NZ) coefficients analogous to Rel.15 Type II . This requires an indication of the strongest coefficient (1 out of  NZ coefficients indicated via the bitmap) that normalizes the remaining  NZ coefficients before quantization
· Alt2A/2B: Assuming the reference corresponds to average amplitude, the use of differential amplitude is intended to increase the dynamic range rather than the resolution/granularity of the LC coefficient. The benefit of increasing the dynamic range is unclear especially since the LC coefficients are already normalized.
· AltM: For each SD beam, the reference amplitude in AltM corresponds to maximum amplitude, and the differential amplitude corresponds to the normalized (divided by the reference) amplitude. While this is likely to improve the performance when compared with Alt2A/2B, it is unclear how much gain this can achieve when compared with other alternatives. Also, due to size-K0 subset selection, the “weak” SD beams will have large number of zero coefficients when compared with the “strong” SD beams, hence the need for differential amplitude reporting for such weak SD beams is unclear. Finally, the differential amplitude reporting for each SD beam (i.e. row-wise differential) independently seems artificial/ad-hoc which completely ignores the amplitude distribution in both SD and FD. It has been shown in [6] that a simpler scheme which performs only 1 differential amplitude reporting (instead of  independent differential) performs better than AltM. 
· Alt4: This alternative is an unequal bit allocation form of Alt1 since it assigns more quantization bits to the first FD component (FD component zero). While assigning additional bits to quantize (2L) coefficients of the first FD component may bring some gain, the gain can be maximized if additional bits are allocated to the strongest FD component, which may not be the first FD component as formulated in AltM. So, Alt4 with an indication of the strongest FD component is a better quantization scheme in our view. We denote this scheme as Alt4S where S stands for “strongest FD component” being indicated by the UE. One example of Alt4S is explained next.      
· Alt4S: The strongest coefficient indicator (just as in Alt1) can also be used as the strongest FD component that is assigned more bits in Alt4 (termed Alt4S). In particular, let  be the coefficient for SD beam  and FD component , and let  be the strongest coefficient whose index  is indicated using  bits, then the strongest FD component in Alt4S is FD component with index . Note that there is no additional overhead of reporting the strongest FD component since it is already reported with the indication of the strongest coefficient  (it is required for, e.g. Alt1). One can argue that the FD component  may not be the strongest FD component. In [6], we provide results showing that the FD component  is the strongest FD component with very high probability (90%).  
  We provide simulation results comparing Alt1, AltM, Alt4, and Alt4S in the in the companion contribution [6]. Based on the results, we observe that the performance-overhead trade-offs achieved by Alt1, AltM, and Alt4S are almost the same, implying that there is no clear gain of one scheme over another. Alt4 with FD component “0”, on the other hand, can suffer from significant performance degradation if coefficients (hence the FD basis) associated with FD component “0” are always chosen. 

Proposal 4: For LC coefficient quantization, the strongest coefficient (1 out of ) is indicated using -bit indicator where  is number of NZ coefficients indicated via the bitmap  
· With Alt1, the remaining  NZ coefficients are normalized with the strongest coefficient
· The strongest coefficient is set to 1 (hence its amplitude and phase are not reported)
· If used to improve Alt4:
· The strongest coefficient is set to 1 (hence its amplitude and phase are not reported)
· The coefficients that are quantized with more (e.g. 4) bits correspond to the same FD component index as the strongest coefficient 

Rank > 2 Type II CSI
1 
2 
In Rel. 14 LTE, the advanced CSI codebook based on linear combination (LC) of 2 beams is supported for rank 1 and rank 2 CSI reporting. For rank > 2, legacy LTE codebooks (up to Release 14) are used. In Rel. 15 NR, the Type II CSI codebook based on LC of  beams is supported for rank 1 and rank 2 CSI reporting. For rank > 2, Type II CSI reporting is not supported yet. The following candidate solutions are as follows.
· Alt 0: The baseline (Rel. 15) solution is to restrict Type II CSI to up to rank 2 (i.e. UE is not expected to report rank > 2 CSI if configured with Type II CSI reporting). One can argue that the primary use case of Type II CSI is MU transmission where per user rank is expected to be small, e.g. at most 2. For higher order MU transmission (e.g. 12 user MU-MIMO), however, such a solution limits the MU performance gain, especially when a UE is capable to have 4 Rx antennae, as shown in [7]. 
· Alt 1: An alternate solution is to follow LTE approach and use rank > 2 Type I CSI codebooks also for rank > 2 Type II CSI reporting. This solution fails to distinguish between Type I CSI and Type II CSI in higher rank scenarios, which defeats the purpose (i.e. high-resolution CSI for significantly large system performance gain over Type I CSI) of supporting Type II CSI in NR since the performance for rank > 2 can be severely affected (reduced) [7].  
· Alt 2: Another alternative is to simply extend rank 2 solution to rank > 2. This alternative though solves the performance related issues with Alt 0 and Alt 1, but it comes at the cost of large CSI payload. The Type II CSI reporting payload increases linearly with rank, which amounts to significantly large payload to report higher rank CSI. Considering the large payload for reporting rank > 2 CSI, the simple extension of the Type II CSI codebook to rank > 2 is difficult to support.  
· Alt 3: It is therefore desired/preferable to design rank > 2 Type II CSI codebook which maintains high system performance gains, and at the same time, keeps CSI reporting payload comparable to rank 2. 
A rank > 2 (up to RI=4 per previous agreement) Type II CSI codebook based on Alt 3 is presented next. 
The following design principles of the rank 2 Type II CSI codebook should also be kept for rank > 2 in order to ensure low UE complexity associated with the codebook search.
· Orthogonal DFT beams
· Scalar quantization of amplitude and phase of coefficients
· Independent encoding of layers
· Maximum SB payload for rank > 2 should be comparable to maximum SB payload for rank 2.
Two candidate schemes for RI=3, 4 Type II CSI codebook which meet the abovementioned design guidelines are as follows:
· Scheme 0 (unequal number of beams per layer (or across layers)): Let  be the number of beams assigned (out of L beams) for layer . Then, the beam assignment across layers is such that (1) the total number of beams equals the maximum number of beams for rank 2, which is 2L = 8 (for L = 4) and (2) the number of beams is non-increasing, i.e.,  for layer .
· Scheme 1 (unequal number of coefficients per layer (or across layers)): Let  be the number of coefficients assigned (out of 2L coefficients) for layer . Then, the coefficient assignment across layers is such that (1) the total number of coefficients equals the maximum number of coefficients for rank 2, which is 2(L-1) = 14 (for L = 4) and (2) the number of coefficients is non-increasing, i.e.,  for layer .
Note that (1) is to ensure that the payload constraint is satisfied, and (2) is to provide more beams/coefficients to stronger layers.
In Rel. 15, L beams are selected common across layers and two antenna polarizations. This is reasonable since the max rank is restricted to 2. For rank > 2, however, the same L beams may not be able to capture the rich high rank channel, especially when L is small, e.g. L = 2, and hence, may result in performance loss, as shown in [7]. Therefore, the impact of the following beam selection alternatives should be carefully studied by considering whether the additional one or two layers (for RI=3 or 4, respectively) should be assigned beam subset selection independently from the first two layers.
· Alt 0: same L beams for all layers, i.e., beams  are common for all layers
· Alt 1: different L beams for each pair of consecutive layers, i.e., beams  are common for layers (0, 1), beams  are common for layers (2, 3)…

[bookmark: _Ref446598642]Proposal 2: For rank > 2 Type II CSI codebook design,
· Similar to rank 1-2, large performance gain over Type I CSI should be achieved
· CSI reporting payload should be comparable to (approximately the same as) rank 2 Type II CSI reporting payload
· Keep the following design principles of the rank 2 Type II CSI codebook 
· Orthogonal DFT beams
· Scalar quantization of amplitude and phase of coefficients
· Independent encoding of layers
· Study the following schemes 
· Scheme 0: unequal number of beams across layers
· Scheme 1: unequal number of coefficients across layers
· Study the following beam selection alternatives
· Alt 0: same L beams for all layers
· Alt 1: different L beams for each pair of consecutive layers


Conclusions
In this contribution, overhead reduction for Type II CSI and rank > 2 Type II CSI codebook are discussed. The proposals made are summarized as follows. 
Proposal 1: For overhead reduction of Type II CSI,
· Support the following for FD compression parameters
· 
· 
· On  for , study alternatives other than the two identified in RAN1 NR-AH 1901 with  as the baseline solution
· Confirm working assumption of O3=4
· Support Alt1B for basis and coefficient subset selection for RI=2, i.e., layer-common FD basis subset selection, layer-independent coefficient subset selection.
· For size-K0 subset selection,
· support Alt1 (unrestricted subset) using a bitmap of size  
· bitmap is layer-specific for RI=2
· For LC coefficient quantization, the strongest coefficient (1 out of ) is indicated using -bit indicator where  is number of NZ coefficients indicated via the bitmap  
· With Alt1, the remaining  NZ coefficients are normalized with the strongest coefficient
· The strongest coefficient is set to 1 (hence its amplitude and phase are not reported)
· If used to improve Alt4:
· The strongest coefficient is set to 1 (hence its amplitude and phase are not reported)
· [bookmark: _GoBack]The coefficients that are quantized with more (e.g. 4) bits correspond to the same FD component index as the strongest coefficient 

Proposal 2: For rank > 2 Type II CSI codebook design,
· Similar to rank 1-2, large performance gain over Type I CSI should be achieved
· CSI reporting payload should be comparable to (approximately the same as) rank 2 Type II CSI reporting payload
· Keep the following design principles of the rank 2 Type II CSI codebook 
· Orthogonal DFT beams
· Scalar quantization of amplitude and phase of coefficients
· Independent encoding of layers
· Study the following schemes 
· Scheme 0: unequal number of beams across layers
· Scheme 1: unequal number of coefficients across layers
· Study the following beam selection alternatives
· Alt 0: same L beams for all layers
· Alt 1: different L beams for each pair of consecutive layers
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