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1 Introduction
During RAN1 #AH1901 meeting, the following agreements were made [1], [2]:
Agreements:
· In Rel. 16 of NR, no PDSCH and PUSCH processing timing enhancement as compared to NR Rel. 15 is supported for at least SCS = 15KHz.
Agreements:
For supporting the out-of-order PDSCH-to-HARQ and PDCCH-to-PUSCH between two HARQ processes on the active BWP of a given serving cell, the companies are encouraged to perform further analysis, including at least the following aspects:
· The details of the dropping rules if allowed
· The conditions (if any) under which the UE is expected to process the out-of-order channels

Also, to further study the need for introducing a new PDSCH and PUSCH processing timelines, a detailed set of cases were agreed via email discussions [2].
In this contribution, we present our analyses/evaluations and views on potential enhancements related to DL/UL data scheduling and HARQ operations towards achieving the objectives for Rel-16 studies on URLLC, including potential enhancements to minimum UE processing times for DL HARQ and UL scheduling, enhancements to CSI processing times, and out-of-order scheduling and HARQ for UL and DL respectively. 
This contribution is a revised version of tdoc R1-1902496, where latency computations for SR-based and grant-free UL transmissions have been updated.
2 [bookmark: _Ref1146536]Achievability of latency budget with NR Rel-15 UE minimum processing times
In this section, we present feasibility analysis of achieving the 1ms latency budget. For UL, transmission using Configured Grant (CG) as well as grant-based PUSCH, and for DL, dynamic scheduling are assumed.
Latency evaluations are performed corresponding to single-shot transmission, as well as 1 re-transmission. Figures 1, demonstrate examples of timelines to compute the latency for DL up to 1 reTX, along with the detailed components and alignment delays contributing to the overall latency (see Annex for detailed list of delay contributors). 
All possible contributors to alignment delays (including PDCCH/PUCCH/SR occasions as well as PDSCH/PUSCH scheduling constraints) are considered for a particular configuration, when accounting for latency components, with the data arrival at Layer 3/2 interface at different locations within a slot to determine the “worst alignment delay”.
Particularly, by sweeping the start of timeline over all possible symbols, the worst case overall latency is obtained for each set of configuration assumptions, and presented in Tables 1-3 for FDD, and Tables 4-6 for TDD, respectively. 
As can be seen from the analyses in this section and the next, a significant contributor to the worst case latencies is the cumulative effect of the alignment delay(s) before transmission of different control/data channels due to either the constraint from slot-boundary (as well as symbols’ DL/UL assignment in TDD), or from availability of corresponding occasions of the control channel.
Another important contributor is the assumption on gNB processing time. This aspect has been discussed in past RAN1 meetings and it should now be well-understood that the simplifications assumed for the agreed analysis framework – in terms of coupling the UE and gNB processing times effectively lead to an over-estimation of the contribution of the impact of the UE minimum processing times towards the overall latency performance for both DL and UL.
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Figure 1. DL transmission timeline and contributing components to the overall latency for one-shot TX (on top), and 1 reTX (on bottom) – the itemized contributing factors are also listed in the Annex
For DL, we assume that PDCCH and PDSCH always start at the same symbol. Hence, if PDSCH cannot fit within a slot if starting on an available PDCCH occasion, then no transmission is considered at that occasion (only overlapped PDCCH + PDSCH TX at possible locations of [0, 4, 8] OS). As such, for PDSCH with durations of 2 and 4 symbols, we always consider the N1 value with additional margin (as a function of the time-domain overlap between the PDCCH and PDSCH, i.e., 1OS of PDCCH length). 
In the following tables (Table 1 through Table 6), the worst case latency performance for the agreed cases for DL, CG UL, and GB UL are presented. 
Note that it was agreed to evaluate TDD cases only for 120 kHz SCS using the pattern [D, D, D, D, D, D, F, F, U, U, U, U, U, U]. However, results for 60 kHz with the same TDD pattern are also evaluated and presented below to understand the relative performance when Capability #2 is assumed for 60 kHz for TDD use cases.

It can be seen that depending on the choices of subcarrier spacing, FDD/TDD configuration, transmission duration, and PDCCH periodicity, certain scenarios satisfy the 1ms latency budget for UL and DL cases. The green and pink highlights in the latency tables represent the cases which meet and do not meet the 1ms budget respectively.
Table 1 - DL user plane worst-case latency for NR FDD (msec)
	DL user plane latency – NR FDD
	UE capability 2
	UE capability 2

	
	SCS 60kHz, FDD
	SCS 30kHz, FDD

	
	UE dec = N1 + d_1,1
	UE dec = N1 + d_1,1

	
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	0.4196
	0.4554
	0.5089
	0.5804

	
	
	1 reTX
	0.9196
	0.9554
	1.1518
	1.2946

	
	M=4 (4OS)
	Initial TX
	0.4911
	0.5268
	0.6518
	0.7232

	
	
	1 reTX
	1.0268
	1.0982
	1.3661
	1.5089

	
	M=7 (7OS)
	Initial TX
	0.5982
	0.6339
	0.8661
	0.9375

	
	
	1 reTX
	1.1696
	1.2054
	1.8661
	1.9375



Table 2 – CG UL user plane worst-case latency for NR FDD (msec) 
	CG - UL user plane latency (with slot boundary constraint for reTXs) – NR FDD
	UE capability 2
	UE capability 2

	
	SCS 60kHz, FDD
	SCS 30kHz, FDD

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	0.3214
	0.3214
	0.3929
	0.3929

	
	
	1 reTX
	0.8214
	0.8571
	1.0357
	1.0714

	
	M=4 (4OS)
	Initial TX
	0.4286
	0.4286
	0.6071
	0.6071

	
	
	1 reTX
	0.9643
	0.9643
	1.2857
	1.3929

	
	M=7 (7OS)
	Initial TX
	0.5
	0.5
	0.75
	0.75

	
	
	1 reTX
	1.125
	1.125
	1.5357
	1.5357



Table 3 – GB UL user plane worst-case latency for NR FDD (msec) 
	GB - UL user plane latency (with slot boundary constraint) – NR FDD
	UE capability 2
	UE capability 2

	
	SCS 60kHz, FDD
	SCS 30kHz, FDD

	
	gNB’s processing time for SR = N1
	gNB’s processing time for SR = N1

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	0.6161
	0.6518
	0.7946
	0.8304

	
	
	1 reTX
	1.1161
	1.1518
	1.4018
	1.4732

	
	M=4 (4OS)
	Initial TX
	0.6875
	0.6875
	0.9375
	1.0089

	
	
	1 reTX
	1.2232
	1.2589
	1.6161
	1.7232

	
	M=7 (7OS)
	Initial TX
	0.8125
	0.8125
	1.1161
	1.12

	
	
	1 reTX
	1.3839
	1.4196
	1.9018
	1.97



Table 4 - DL user plane worst-case latency for TDD (msec)
	DL user plane latency – NR TDD [D,D,D,D,D,D,F,F,U,U,U,U,U,U] 
	UE capability 1
	UE capability 2

	
	SCS 120kHz, TDD
	SCS 60kHz, TDD

	
	UE dec = N1 + d_1,1
	UE dec = N1 + d_1,1

	
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	0.5089
	0.5268
	0.5268
	0.5625

	
	
	1 reTX
	1.1696
	1.1875
	1.1339
	1.1339

	
	M=4 (4OS)
	Initial TX
	0.5446
	0.5446
	0.5982
	0.5982

	
	
	1 reTX
	1.2054
	1.2054
	1.3482
	1.3482

	
	M=7 (7OS)
	Initial TX
	0.5982
	0.5982
	0.7054
	0.7054

	
	
	1 reTX
	1.3482
	1.3482
	1.4554
	1.4554



Table 5 – CG UL user plane worst-case latency for TDD (msec) 
	CG - UL user plane latency (with slot boundary constraint for reTXs) – NR TDD [D,D,D,D,D,D,F,F,U,U,U,U,U,U]
	UE capability 2
	UE capability 2

	
	SCS 120kHz, TDD
	SCS 60kHz, TDD

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	0.4286
	0.4286
	0.4643
	0.4643

	
	
	1 reTX
	1.0625
	1.0625
	    1.0357
	1.0357

	
	M=4 (4OS)
	Initial TX
	0.4821
	0.4821
	0.5714
	0.5714

	
	
	1 reTX
	1.1161
	1.1161
	    1.2857
	1.2857

	
	M=7 (7OS)
	Initial TX
	0.5089
	0.5089
	0.6250
	0.6250

	
	
	1 reTX
	1.25
	1.25
	    1.3571
	1.3571



Table 6 – GB UL user plane worst-case latency for TDD (msec) 
	GB - UL user plane latency (with slot boundary constraint) – NR TDD [D,D,D,D,D,D,F,F,U,U,U,U,U,U]
	UE capability 1
	UE capability 2

	
	SCS 120kHz, TDD
	SCS 60kHz, TDD

	
	gNB’s processing time for SR = N1
	gNB’s processing time for SR = N1

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	0.9196
    1.5089Resource mapping Type B
	M=2 (2OS)
	Initial TX
	0.7946
	0.8125
	0.8482
	0.8482

	
	
	1 reTX
	1.4375
	1.4554
	1.4375
	1.4375

	
	M=4 (4OS)
	Initial TX
	0.8304
	0.8304
	0.9196
	0.9554

	
	
	1 reTX
	1.4732
	1.4732
	1.6518
	1.6875

	
	M=7 (7OS)
	Initial TX
	0.9286
	0.9464
	0.9732
	1.0089

	
	
	1 reTX
	1.6696
	1.6875
	1.7054
	1.7411




Based on the results presented in Tables 1 through 6, we derive the following observations.
Observation 1: 
· For FDD use cases evaluated in this study:
· For 30 kHz SCS and Capability #2, the 1ms latency budget can be satisfied when using one-shot transmission, except for 4 and 7 OS PUSCH for case of GB-PUSCH
· For 30 kHz SCS and Capability #2, with one retransmission, the 1ms latency budget cannot be satisfied for any of evaluated cases for DL and UL.  
· For 60 kHz SCS and Capability #2, all cases can satisfy the 1ms latency budget with one-shot transmissions.
· For 60 kHz SCS and Capability #2, with one retransmission, the 1ms latency budget can only be satisfied for DL with 2 OS PDSCH and CG UL with 2OS and 4OS PUSCH.
Observation 2: 
· For TDD use cases with the assumed TDD pattern evaluated in this study:
· For 60 kHz SCS and Capability #2, the 1ms latency budget can be satisfied when using one-shot transmission.
· For 60 kHz SCS and Capability #2, with one retransmission, the 1ms latency budget cannot be satisfied for any of the evaluated cases for DL and UL.  
· For 120 kHz SCS and Capability #1, the 1ms latency budget can be satisfied when using one-shot transmission.
· For 120 kHz SCS and Capability #1, with one retransmission, the 1ms latency budget cannot be satisfied for any of the evaluated cases for DL and UL.

Based on the above, some “meta-observations” are summarized below.
Observation 3: 
· One-shot transmissions can satisfy the 1ms budget for most use cases considered.
· For UL, there are various cases wherein GB-PUSCH does not satisfy the requirements, but CG-PUSCH does.
· For 30 kHz and 60 kHz in FR1, enhancements to UE minimum processing times beyond Capability #2 may only be necessary to accommodate a HARQ retransmission. 
· Thus, any potential reductions to Capability #2 values for 30 kHz and 60 kHz are primarily motivated by potential system spectral efficiency benefits.
· For FR2 operation, in order to accommodate some cases with at least one HARQ retransmission, the Capability #1 values for 120 kHz may need to be enhanced, and hence, also for 60 kHz for FR2 for which Capability #1 is the Rel-15 baseline. 
· Thus any potential reductions to Capability #1 values for 60 kHz and 120 kHz are primarily motivated by potential system spectral efficiency benefits.
3 Improved UE minimum processing time in Rel-16
As discussed in Section 2, for PDSCH processing (N1) and PUSCH preparation (N2) times in FR1, the currently specified Capability #2 numbers may be considered as the starting point. While there may not be a significant room to reduce the minimum processing times across the board, RAN1 could further study specific cases with room for further improvement. In this regard, it should be considered that most of the latency-critical use cases and analyses inherently consider relatively short data channel durations.
For PUSCH preparation times (N2), there is no dependency on the duration of the scheduled PUSCH. However, for PDSCH with short durations, additional margins are provisioned in consideration of the very limited time the UE may have in “catching-up” from the initial delay incurred due to the time needed for decoding of the scheduling DCI and channel estimation and demodulation efforts prior to decoding. Such margins are quite necessary in facilitating practical UE implementation and have been carefully factored in during Rel-15 specification development. However, for some cases, the margins can be seen to leave room for further improvement – a primary example is the case of PDSCH mapping type A with short durations. 
For PDSCH mapping type A with durations 3 to 6 symbols, additional symbols are added to the nominal N1 value such that the PDSCH end is aligned with symbol #6 of a slot. For short PDSCH allocations (3~4 symbols) with mapping type A starting from symbols #0 or #1, this implies a significant additional delay incurred. From a UE processing time perspective, as long as there is sufficient consideration on the DMRS position, additional margin may not be essential. 
Another case that leaves room for improvement and is quite relevant to URLLC operation is that of 60 kHz SCS, wherein the values for Capability #2 leave some room for improvement. Such enhancements could apply to both the N1 and N2 values. 
For PUSCH preparation times (N2), the current Capability #2 numbers also leave some room for possible improvement for lower SCS values. A reduction by approximately a symbol duration can benefit in a non-negligible manner the worst-case latency performance as well as in cases with small TA usage.
We note that potential scheduling restrictions may be considered to enable very fast turn-around times, including limited number of CCs, number of layers, and number of scheduled PRBs, etc.
In the rest of this section, we follow the agreed evaluation methodology towards determining the potential reduction in N1/N2 values in order to satisfy the 1ms latency budget for DL and UL cases considered in Section 2 for which the Rel-15 processing times cannot satisfy the 1ms latency budget. 
In the following analysis, we focus on FDD use cases for better tractability of the analysis and insights from the results by avoiding the impact from choice of TDD configurations for TDD use cases. Results assuming the same TDD configuration as in Section 2 are presented in the Annex to shed some light on the range of reduction that may be necessary, but as discussed during the RAN1 email discussion [2], it may not be appropriate to draw definite conclusions on new N1/N2 ranges necessary due to the possible non-optimized choice of TDD configuration for a potential N1/N2 value. 
Achievability of latency budget with optimized processing time in Rel-16
In order to study the impact of UE minimum processing times N1/N2 on the overall latency, we validate the gains with reductions to the N1/N2 values beyond NR Capability #2, for the cases which did not meet the 1 ms latency budget, i.e., the pink cells in Tables 1-6. Towards this, we followed the agreed evaluation methodology to find the maximum N1/N2 values for DL/UL respectively that areless than (or equal to, whenever applicable under the agreed constraints) the Rel-15 N1/N2 values, which result in an overall latency of less than or equal to 1ms. In this study, we considered a granularity of 0.5 OS for reduction of N1 = N2 values. In our view, this granularity for the search is sufficient considering symbol durations shorter than ~33.33us, and especially in consideration of presence of other “fudge-factors” like gNB processing times and processing times for the last PDSCH at the UE. 
Such analysis, provides an estimation on what level of reduction of the minimum UE processing times may be pursued for each of SCS choices beyond NR Capability #2 (or Capability #1 whenever applicable). 
In Tables 7-9, we present the optimized N1/N2 values and the associated worst case latency values, for the cases which did not satisfy the 1ms latency budget in Tables 1-3 (pink cells therein).
The optimized N1/N2 values and the associated worst case latency values, for the cases which did not satisfy the 1ms latency budget in Tables 4-6 (pink cells therein), are presented in Annex Table A1-A3.

Table 7 - DL optimized N1 = N2 to meet 1msec target for cases where R-15 latencies are greater than 1ms (on top), and the corresponding user plane worst-case latency for FDD (ms) (on bottom)
	DL - Optimized N1 (= N2) – NR FDD
	
SCS 60kHz, FDD
	
SCS 30kHz, FDD

	
	UE dec = N1 + d_1,1
	UE dec = N1 + d_1,1

	
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	 
	 
	N1 =3
	N1 =3

	
	M=4 (4OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	N1 =8.5
	N1 =8.5
	N1 =2
	N1 =0.5

	
	M=7 (7OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	N1 =6
	N1 =4.5
	NA 
	NA 



	DL user plane latency for optimized N1 (= N2) – NR FDD
	
SCS 60kHz, FDD
	
SCS 30kHz, FDD

	
	UE dec = N1 + d_1,1
	UE dec = N1 + d_1,1

	
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	 
	 
	0.8393
	0.9821

	
	M=4 (4OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	0.9598
	0.9955
	1
	0.9911

	
	M=7 (7OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	1
	0.9955
	NA 
	NA 



Table 8 – CG UL optimized N1 = N2 to meet 1msec target for cases where R-15 latencies are greater than 1ms (on top), and the corresponding user plane worst-case latency for FDD (ms) (on bottom)
	CG UL - Optimized N2 (= N1) – NR FDD (with slot boundary constraint for reTXs)
	
SCS 60kHz, FDD
	
SCS 30kHz, FDD

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	 
	 
	N2 =4.5
	N2 =4

	
	M=4 (4OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	
	
	N2 =2
	N2 =2

	
	M=7 (7OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	N2 =8
	N2 =7
	NA
	NA



	CG - UL user plane latency  for optimized N2 (= N1) – NR FDD (with slot boundary constraint for reTXs)

	
SCS 60kHz, FDD
	
SCS 30kHz, FDD

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	 
	 
	0.9464
	0.93

	
	M=4 (4OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	
	
	1
	1

	
	M=7 (7OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	0.9821
	0.9464
	NA
	NA



Table 9 – GB UL optimized N1 = N2 to meet 1msec target for cases where R-15 latencies are greater than 1ms (on top), and the corresponding user plane worst-case latency for FDD (ms) (on bottom) 
	GB UL - Optimized N2 (= N1) – NR FDD
	SCS 60kHz, FDD
	SCS 30kHz, FDD

	
	gNB’s processing time for SR = N1
	gNB’s processing time for SR = N1

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	
	
	
	

	
	
	1 reTX
	N2 =8
	N2 =7
	N2 =3
	N2 =2

	
	M=4 (4OS)
	Initial TX
	
	
	
	N2 =4.5

	
	
	1 reTX
	N2 =7
	N2 =5
	N2 =1
	N2 =1

	
	M=7 (7OS)
	Initial TX
	
	
	N2 =3
	N2 =2

	
	
	1 reTX
	N2 =4
	N2 =3
	NA
	NA



	GB - UL user plane latency (for optimized N2 (= N1) – NR FDD with slot boundary constraint for reTXs)

	
SCS 60kHz, FDD
	
SCS 30kHz, FDD

	
	gNB’s processing time for SR = N1
	gNB’s processing time for SR = N1

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	
	
	
	

	
	
	1 reTX
	1
	0.9554
	0.9821
	0.9286

	
	M=4 (4OS)
	Initial TX
	
	
	
	0.8661

	
	
	1 reTX
	0.9911
	0.8661
	0.875
	0.875

	
	M=7 (7OS)
	Initial TX
	
	
	0.9464
	0.86

	
	
	1 reTX
	0.9286
	0.9018
	NA
	NA



Based on the presented evaluations, we have the following observations:
Observation 4: 
· For FDD use cases evaluated in this study, for DL (Table 7):
· For 30 kHz SCS, a reduction of N1 value from 4.5 symbols to about 3 symbols can satisfy the 1ms latency budget for the cases with 2 OS PDSCH when considering one retransmission.
· For 30 kHz SCS, a drastic reduction in the N1 values from 4.5 symbols to 2 or 0.5 symbols (depending on PDCCH periodicity) would be necessary to facilitate retransmissions for 4OS PDSCH.
· For 30 kHz SCS, the choice of 7OS PDSCH cannot satisfy the 1ms latency budget with one retransmission for any choice of N1. 
· For 60 kHz SCS, a reduction of N1 value from 9 symbols to about 6 symbols can satisfy the 1ms latency budget in most cases evaluated (except for 7OS PDSCH and 4 PDCCH MOs per slot case) with accommodating up to one retransmission. 
Observation 5: 
· For FDD use cases evaluated in this study, for CG-PUSCH (UL, Table 8):
· For 30 kHz SCS, a reduction of N2 value from 5.5 symbols to about 4 or 4.5 symbols can satisfy the 1ms latency budget for the cases with 2 OS PUSCH when considering one retransmission.
· For 30 kHz SCS, the choice of 4OS and 7OS PUSCH cannot satisfy the 1ms latency budget with one retransmission for any practical choice of N2. 
· For 60 kHz SCS, a reduction of N2 value from 11 symbols to 7 or 8 symbols can satisfy the 1ms latency budget in all cases evaluated with accommodating up to one retransmission. 

Observation 6: 
· For FDD use cases evaluated in this study, for GB-PUSCH (UL, Table 9):
· For 30 kHz SCS, a reduction of N2 value from 5.5 symbols to about 4.5 symbols can satisfy the 1ms latency budget for the cases with 4 OS PUSCH when considering one-shot transmission.
· For 30 kHz SCS, a drastic reduction in the N2 values from 5.5 symbols to 1-3 symbols would be necessary to facilitate retransmissions for 2OS and 4OS PUSCH and even for one-shot transmission for 7OS PUSCH.
· However, such a drastic reduction in N2 value may not be necessary considering achievable performance with CG-PUSCH and also considering that the 7OS PUSCH case offers an extreme scenario considering the SCS choice, scheduling mode (GB), given the 1ms latency budget.
· For 60 kHz SCS, a reduction of N2 value from 11 symbols to about 5 symbols can satisfy the 1ms latency budget in all cases evaluated for 2OS and 4OS PUSCH with accommodating up to one retransmission.
· However, such a drastic reduction in N2 value may not be necessary considering achievable performance with CG-PUSCH.
· For 60 kHz SCS, a reduction of N2 value from 11 symbols to about 3 symbols can satisfy the 1ms latency budget in all cases evaluated for 7OS PUSCH with accommodating up to one retransmission
· However, such a drastic reduction in N2 value may not be necessary considering achievable performance with CG-PUSCH.

Observation 7: 
· For FDD use cases evaluated in this study, for UL scheduling (CG or GB PUSCH), it can be seen that the impact from assumed number of PDCCH monitoring occasions (MOs) in a slot (between 4 and 7 MOs per slot) is rather limited in most cases, in terms of overall latency performance.
· The latency gains from reduced N1/N2 values compared to the Capability #2 processing times are rather limited, except possibly the cases with impractically small values of N1/N2. 
· This can be seen as a natural outcome of the approach considered in determining the maximum N1/N2 values that satisfies the 1ms latency budget.
· The gains reported in this entire study can be seen as an upper bound considering the exaggerated contribution of the UE minimum processing times to overall latency performance via the assumption on gNB processing times being a function of UE’s N2/N1.

Consequently, based on the observations summarized in Sections 2 and 3, we have the following proposal:
Proposal 1: 
·  Towards facilitating more spectrally efficient operation, potential reduction in UE minimum processing times compared to their Capability #2 and Capability #1 counterparts should be considered for 30 kHz and 60 kHz SCS for FR1 and FR2 respectively.
· Very drastic reduction in the N1/N2 values are not pursued, especially if such reduction may require significant amount of scheduling constraints, the latter, in turn, diminishing the usefulness of the feature in real-world scheduling.
· For 30 kHz in FR1:
· N1 values less than 3 symbols are not considered in Rel-16
· N2 values less than 3 symbols are not considered in Rel-16
· For 60 kHz in FR1:
· N1 values less than 6 symbols are not considered in Rel-16
· N2 values less than 6 symbols are not considered in Rel-16
4 Enhancements to processing times for A-CSI feedback 
In general, benefits from a very fast CSI feedback for fast adaptation for retransmission scheduling may be limited in practice. Therefore, as also elaborated in the following, such consideration and consequently, new characterization of CSI computation times would not be required, especially since such enhancements can severely increase the UE complexity. 
Supporting very fast CSI feedback, e.g., triggered by a NACK to a PDSCH reception and with similar processing times as HARQ-ACK feedback without consideration of CSI reporting, can incur significant burden on UE complexity. At the same time, such a feature is unlikely to bring material benefits to URLLC operation considering the fact that, even when assuming a HARQ-retransmission-based operation, the initial BLER should still be quite low to meaningfully impact overall latency/reliability performance and resource utilization. The real benefits on top of outer-loop link adaptation and from “fine-tuned retransmission scheduling” are questionable at best. In addition, in order to make such tight CSI feedback feasible it has been suggested to consider PDSCH/PDCCH DMRS-based CSI feedback. This essentially offers a “fast but coarse” CSI feedback that is unlikely to be very useful towards realizing the objective of optimized scheduling of a retransmission. 
For URLLC operations, robust scheduling is of utmost importance and it is unclear as to how much real benefits can be realized from rare (e.g., triggered by a NACK) instances of a coarse CSI feedback. 
At the RAN1 #95 meeting, it was suggested that since the mandatory UE CSI processing capability requires a UE to support calculation of 5 simultaneous CSI reports, the CSI requirement 2 is about 5x longer than what it would be if the requirement were that only a single CSI report would need to be computed. However, this observation may hold only for the case of serial processing of CSI reports. The multiple CSI reports may be prepared using serial or parallel processing approaches. For the latter case, reducing the number of reports from five does not necessarily reduce the minimum turn-around time. In our view, for similar setups (i.e., a single report computation), Rel-15 already supports fast CSI feedback based on CSI computation delay requirement 1. 
Observation 8:
· Benefits of supporting a fast CSI feedback, triggered by failed reception of scheduled PDSCH are unclear and may not be warranted considering the impact to UE complexity and specification efforts.
· It is not necessarily feasible to linearly reduce the CSI processing times for CSI computation delay requirement 2 by reducing the number of CSI reports.
Proposal 2:
· There is no need to specify further reduction of CSI processing times in Rel-16. 
· CSI timing based on Requirement 1 from Rel-15 is sufficient for URLLC use cases.
5 On out-of-order HARQ and scheduling for DL and UL 
Towards simplifying the UE implementation, out-of-order HARQ (for PDSCH) and scheduling (for PDSCH and PUSCH) are not supported in Rel-15 NR. It has been suggested that such flexibility can be beneficial considering URLLC use cases, especially considering UEs with traffic belonging to a mixed set of latency and reliability requirements as well as the potential need for scheduling flexibility at the NW side to efficiently multiplex intra- and inter-UE traffic in the cell.
One of the details suggested at the last RAN1 meeting includes consideration of dropping rules for OOO PUSCH scheduling or PDSCH HARQ. In our view, the cases wherein the UE may be allowed to drop the earlier scheduled PUSCH or HARQ-ACK transmission for the earlier scheduled PDSCH should be considered in the context of intra-UE prioritization/multiplexing for PDSCH and PUSCH since the resulting UE behavior is expected to be the same – i.e., prioritize a latter PDSCH or grant (respectively) with dropping of an earlier PDSCH or grant. In the context of OOO HARQ and scheduling, as a starting point, the assumption should be that the UE does not drop the earlier PDSCH’s HARQ-ACK feedback or the earlier grant (for PUSCH).
Proposal 3:
· For further considerations on OOO HARQ for PDSCH and OOO PUSCH scheduling, RAN1 should assume that the UE does not drop the earlier PDSCH’s HARQ-ACK feedback or the PUSCH for the earlier grant.
· Any consideration on potential dropping of HARQ-ACK for an earlier PDSCH or PUSCH for an earlier grant should be considered as generalization of intra-UE multiplexing for data vs. data collisions for DL and UL respectively.
Next, regarding potential constraints that may need to be satisfied to allow OOO HARQ and scheduling, we observe that handling of OOO channels primarily poses challenges to the UE pipelining thereby, to control/scheduling procedures within the UE. Constraints related to signal processing aspects may not help in a material way. 
In this regard, one particular detail relates to the number of such OOO flows the UE may be expected to handle if the Rel-15 constraint is relaxed as an optional UE capability. In general, removing the constraint on OOO PDSCH HARQ and PUSCH scheduling from Rel-15 implies that a UE that supports handling of OOO channels may expect multiple such OOO PUSCHs or PDSCHs that may or may not be nested with respect to each other. However, this poses significant complexity to the UE implementation while the use cases for such OOO HARQ and scheduling can be almost always satisfied if the OOO behavior is limited to a maximum of one OOO PDSCH or grant w.r.t. an earlier PDSCH or grant respectively. This implies that the UE implementation may only expect a maximum of one OOO PDSCH-to-HARQ-ACK flow for DL and a maximum of one OOO UL grant-to-PUSCH flow at any time. 
Further, it has been suggested that OOO operation may only be supported when the minimum processing times for the two channels are different (between the first and second PDSCHs or the first and second UL grants respectively). However, currently, in NR, for almost all cases, a single minimum processing time applies in a serving cell and as mentioned in the beginning of this section, OOO HARQ and scheduling can benefit in terms of scheduling flexibility and more efficient intra- and inter-UE multiplexing even in the case that the same minimum UE processing times apply for both first and second PDSCH or UL grant (respectively). Hence, no special consideration on different UE processing times are warranted at this stage in the context of support of OOO operations. In case such considerations become relevant in future (e.g., in the context of potential enhancements to UE minimum processing times beyond Rel-15), such aspects may be taken into account.

Proposal 4:
· For OOO operations, it is assumed that the maximum number of OOO PDSCHs or OOO UL grants (respectively) the UE may expect at any time is no more than one.
6 Conclusion 
In this contribution, we presented our views on potential enhancements related to DL/UL data scheduling and HARQ operations towards achieving the objectives for Rel-16 studies on URLLC. Based on presented analyses and discussions, we summarize our views in the following.
Regarding the UE minimum processing times, we have the following observations and proposals: 
Observation 1: 
· For FDD use cases evaluated in this study:
· For 30 kHz SCS and Capability #2, the 1ms latency budget can be satisfied when using one-shot transmission, except for 4 and 7 OS PUSCH for case of GB-PUSCH
· For 30 kHz SCS and Capability #2, with one retransmission, the 1ms latency budget cannot be satisfied for any of evaluated cases for DL and UL.  
· For 60 kHz SCS and Capability #2, all cases can satisfy the 1ms latency budget with one-shot transmissions.
· For 60 kHz SCS and Capability #2, with one retransmission, the 1ms latency budget can only be satisfied for DL with 2 OS PDSCH and CG UL with 2OS and 4OS PUSCH.
Observation 2: 
· For TDD use cases with the assumed TDD pattern evaluated in this study:
· For 60 kHz SCS and Capability #2, the 1ms latency budget can be satisfied when using one-shot transmission.
· For 60 kHz SCS and Capability #2, with one retransmission, the 1ms latency budget cannot be satisfied for any of the evaluated cases for DL and UL.  
· For 120 kHz SCS and Capability #1, the 1ms latency budget can be satisfied when using one-shot transmission.
· For 120 kHz SCS and Capability #1, with one retransmission, the 1ms latency budget cannot be satisfied for any of the evaluated cases for DL and UL.
Observation 3: 
· One-shot transmissions can satisfy the 1ms budget for most use cases considered.
· For UL, there are various cases wherein GB-PUSCH does not satisfy the requirements, but CG-PUSCH does.
· For 30 kHz and 60 kHz in FR1, enhancements to UE minimum processing times beyond Capability #2 may only be necessary to accommodate a HARQ retransmission. 
· Thus, any potential reductions to Capability #2 values for 30 kHz and 60 kHz are primarily motivated by potential system spectral efficiency benefits.
· For FR2 operation, in order to accommodate some cases with at least one HARQ retransmission, the Capability #1 values for 120 kHz may need to be enhanced, and hence, also for 60 kHz for FR2 for which Capability #1 is the Rel-15 baseline. 
· Thus any potential reductions to Capability #1 values for 60 kHz and 120 kHz are primarily motivated by potential system spectral efficiency benefits.
Observation 4: 
· For FDD use cases evaluated in this study, for DL (Table 7):
· For 30 kHz SCS, a reduction of N1 value from 4.5 symbols to about 3 symbols can satisfy the 1ms latency budget for the cases with 2 OS PDSCH when considering one retransmission.
· For 30 kHz SCS, a drastic reduction in the N1 values from 4.5 symbols to 2 or 0.5 symbols (depending on PDCCH periodicity) would be necessary to facilitate retransmissions for 4OS PDSCH.
· For 30 kHz SCS, the choice of 7OS PDSCH cannot satisfy the 1ms latency budget with one retransmission for any choice of N1. 
· For 60 kHz SCS, a reduction of N1 value from 9 symbols to about 6 symbols can satisfy the 1ms latency budget in most cases evaluated (except for 7OS PDSCH and 4 PDCCH MOs per slot case) with accommodating up to one retransmission. 
Observation 5: 
· For FDD use cases evaluated in this study, for CG-PUSCH (UL, Table 8):
· For 30 kHz SCS, a reduction of N2 value from 5.5 symbols to about 4 or 4.5 symbols can satisfy the 1ms latency budget for the cases with 2 OS PUSCH when considering one retransmission.
· For 30 kHz SCS, the choice of 4OS and 7OS PUSCH cannot satisfy the 1ms latency budget with one retransmission for any practical choice of N2. 
· For 60 kHz SCS, a reduction of N2 value from 11 symbols to 7 or 8 symbols can satisfy the 1ms latency budget in all cases evaluated with accommodating up to one retransmission. 
Observation 6: 
· For FDD use cases evaluated in this study, for GB-PUSCH (UL, Table 9):
· For 30 kHz SCS, a reduction of N2 value from 5.5 symbols to about 4.5 symbols can satisfy the 1ms latency budget for the cases with 4 OS PUSCH when considering one-shot transmission.
· For 30 kHz SCS, a drastic reduction in the N2 values from 5.5 symbols to 1-3 symbols would be necessary to facilitate retransmissions for 2OS and 4OS PUSCH and even for one-shot transmission for 7OS PUSCH.
· However, such a drastic reduction in N2 value may not be necessary considering achievable performance with CG-PUSCH and also considering that the 7OS PUSCH case offers an extreme scenario considering the SCS choice, scheduling mode (GB), given the 1ms latency budget.
· For 60 kHz SCS, a reduction of N2 value from 11 symbols to about 5 symbols can satisfy the 1ms latency budget in all cases evaluated for 2OS and 4OS PUSCH with accommodating up to one retransmission.
· However, such a drastic reduction in N2 value may not be necessary considering achievable performance with CG-PUSCH.
· For 60 kHz SCS, a reduction of N2 value from 11 symbols to about 3 symbols can satisfy the 1ms latency budget in all cases evaluated for 7OS PUSCH with accommodating up to one retransmission
· However, such a drastic reduction in N2 value may not be necessary considering achievable performance with CG-PUSCH.
Observation 7: 
· For FDD use cases evaluated in this study, for UL scheduling (CG or GB PUSCH), it can be seen that the impact from assumed number of PDCCH monitoring occasions (MOs) in a slot (between 4 and 7 MOs per slot) is rather limited in most cases, in terms of overall latency performance.
· The latency gains from reduced N1/N2 values compared to the Capability #2 processing times are rather limited, except possibly the cases with impractically small values of N1/N2. 
· This can be seen as a natural outcome of the approach considered in determining the maximum N1/N2 values that satisfies the 1ms latency budget.
· The gains reported in this entire study can be seen as an upper bound considering the exaggerated contribution of the UE minimum processing times to overall latency performance via the assumption on gNB processing times being a function of UE’s N2/N1.
Proposal 1: 
·  Towards facilitating more spectrally efficient operation, potential reduction in UE minimum processing times compared to their Capability #2 and Capability #1 counterparts should be considered for 30 kHz and 60 kHz SCS for FR1 and FR2 respectively.
· Very drastic reduction in the N1/N2 values are not pursued, especially if such reduction may require significant amount of scheduling constraints, the latter, in turn, diminishing the usefulness of the feature in real-world scheduling.
· For 30 kHz in FR1:
· N1 values less than 3 symbols are not considered in Rel-16
· N2 values less than 3 symbols are not considered in Rel-16
· For 60 kHz in FR1:
· N1 values less than 6 symbols are not considered in Rel-16
· N2 values less than 6 symbols are not considered in Rel-16
Regarding the enhancements to processing times for A-CSI feedback, we have the following observation and proposal:
Observation 8:
· Benefits of supporting a fast CSI feedback, triggered by failed reception of scheduled PDSCH are unclear and may not be warranted considering the impact to UE complexity and specification efforts.
· It is not necessarily feasible to linearly reduce the CSI processing times for CSI computation delay requirement 2 by reducing the number of CSI reports.
Proposal 2:
· There is no need to specify further reduction of CSI processing times in Rel-16. 
· CSI timing based on Requirement 1 from Rel-15 is sufficient for URLLC use cases.
And on OOO, we have the following proposals:
Proposal 3:
· For further considerations on OOO HARQ for PDSCH and OOO PUSCH scheduling, RAN1 should assume that the UE does not drop the earlier PDSCH’s HARQ-ACK feedback or the PUSCH for the earlier grant.
· Any consideration on potential dropping of HARQ-ACK for an earlier PDSCH or PUSCH for an earlier grant should be considered as generalization of intra-UE multiplexing for data vs. data collisions for DL and UL respectively.

Proposal 4:
· For OOO operations, it is assumed that the maximum number of OOO PDSCHs or OOO UL grants (respectively) the UE may expect at any time is no more than one.
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Annex
Detailed contributing factors to the overall latency:
Here, we consider from the Layer 3 to Layer 2 ingress at the Tx (implying need to consider initial processing/scheduling time for DL scheduling example) up until Layer 2 to 3 egress at the Rx (implying we do not need to consider the time to prepare the HARQ-ACK feedback for the very last reception instance). Throughout the analysis, X = 2/4/8 symbols for SCS = 30/60/120KHz, respectively.
DL scenario:
· Initial TX:
1. gNB processing time for preparing N2/2 + X 
2. Alignment delay until the next transmission occasion  that allows transmission not crossing slot border 
3. PDCCH+PDSCH duration 
4. UE  processing time for decoding, i.e., N1 + d_1,1
· 1st reTX:
1. gNB processing time for preparing, e.g., N2/2 + X
2. Alignment delay until the next transmission occasion  that allows transmission not crossing slot border 
3. PDCCH+PDSCH duration 
4. UE  processing time, i.e., N1 + d11 
5. Alignment delay until the start of next symbol 
6. PUCCH length 
7. gNB processing time, e.g., N2 + X  
8. Alignment delay until the start of next symbol 
9. PDCCH+PDSCH duration 
10. UE  processing time for decoding, i.e., N1 + d_1,1
UL GB scenario:
· Initial TX:
1. Alignment delay for SR TX opportunity  
2. SR TX duration
3. SR reception to initial PUSCH grant processing time at the gNB, e.g., N1
4. Alignment delay for PDCCH TX to transmit the UL grant
5. PDCCH  duration
6. UE processing time N2
7. Alignment delay until the next transmission occasion  that allows transmission not crossing slot border
8. PUSCH duration
9. gNB processing time for decoding, e.g., N1/2 + X
· 1st reTX:
1. Alignment delay for SR TX opportunity  
2. SR TX duration
3. gNB processing time, e.g., N1
4. Alignment delay for PDCCH TX to transmit the UL grant
5. PDCCH  duration
6. UE processing time N2
7. Alignment delay until the next transmission occasion  that allows transmission not crossing slot border
8. PUSCH duration
9. gNB processing time, e.g., N1 + X
10. Alignment delay for PDCCH TX
11. PDCCH length
12. UE processing time N2
13. Alignment delay until the next transmission occasion  that allows transmission not crossing slot border
14. PUSCH duration
15. gNB processing time for decoding, e.g., N1/2 + X
UL CG scenario:
· Initial TX:
1. UE processing time for preparing N2/2 
2. Alignment delay until the next transmission occasion  that allows transmission not crossing slot border
3. PUSCH duration
4. gNB processing time for decoding, e.g., N1/2 + X
· 1st reTX:
1. UE processing time for preparing N2/2 
2. Alignment delay until the next transmission occasion  that allows transmission not crossing slot border
3. PUSCH duration
4. gNB processing time, e.g., N1
5. Alignment delay for PDCCH TX
6. PDCCH length
7. UE processing time N2
8. Alignment delay until the next transmission occasion  that allows transmission not crossing slot border
9. PUSCH duration
10. gNB processing time for decoding, e.g., N1/2 + X
Tables of achievability of latency budget with optimized processing time in Rel-16, for TDD cases

Table A1 - DL optimized N1 = N2 to meet 1msec target for cases where R-15 latencies are greater than 1ms (on top), and the corresponding user plane worst-case latency for TDD (ms) (on bottom)
	DL - Optimized N1 = N2 – NR TDD [D,D,D,D,D,D,F,F,U,U,U,U,U,U] 
	UE capability 1
	UE capability 2

	
	SCS 120kHz, TDD
	SCS 60kHz, TDD

	
	UE dec = N1 + d_1,1
	UE dec = N1 + d_1,1

	
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	N1 =19.5
	N1 =19.5
	N1= 8.5
	N1= 7

	
	M=4 (4OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	N1 =19
	N1 =19
	N1= 6
	N1= 6

	
	M=7 (7OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	N1=18
	N1 =18
	N1= 3
	N1= 3



	DL user plane latency for optimized N1 = N2 – NR TDD [D,D,D,D,D,D,F,F,U,U,U,U,U,U] 
	SCS 120kHz, TDD
	SCS 60kHz, TDD

	
	UE dec = N1 + d_1,1
	UE dec = N1 + d_1,1

	
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4
	PDCCH monitoring occasions per slot = 7
	PDCCH monitoring occasions per slot = 4

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	0.9665
	0.9844
	0.9955
	0.9911

	
	M=4 (4OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	0.9598
	0.9955
	1
	1

	
	M=7 (7OS)
	Initial TX
	 
	 
	 
	 

	
	
	1 reTX
	1
	1
	0.8482
	0.8482



Table A2 – CG UL optimized N1 = N2 to meet 1msec target for cases where R-15 latencies are greater than 1ms (on top), and the corresponding user plane worst-case latency for TDD (ms) (on bottom)
	CG UL - Optimized N2 = N1 – NR TDD [D,D,D,D,D,D,F,F,U,U,U,U,U,U]
	SCS 120kHz, TDD
	SCS 60kHz, TDD

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	 
	 
	
	

	
	
	1 reTX
	N2=20
	N2=20
	N2=9
	N2=9

	
	M=4 (4OS)
	Initial TX
	 
	 
	
	

	
	
	1 reTX
	N2=20
	N2=20
	N2=6
	N2=6

	
	M=7 (7OS)
	Initial TX
	 
	 
	
	

	
	
	1 reTX
	N2=20
	N2=20
	N2=4
	N2=4



	CG - UL user plane latency (with slot boundary constraint for reTXs) for optimized N1 = N2 – NR TDD [D,D,D,D,D,D,F,F,U,U,U,U,U,U]
	SCS 120kHz, TDD
	SCS 60kHz, TDD

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	 
	 
	
	

	
	
	1 reTX
	0.85
	0.8482
	0.9821
	0.9821

	
	M=4 (4OS)
	Initial TX
	 
	 
	
	

	
	
	1 reTX
	0.9018
	0.9018
	0.9821
	0.9821

	
	M=7 (7OS)
	Initial TX
	 
	 
	
	

	
	
	1 reTX
	0.9375
	0.9375
	1
	1



Table A3 – GB UL optimized N1 = N2 to meet 1msec target for cases where R-15 latencies are greater than 1ms (on top), and the corresponding user plane worst-case latency for TDD (ms) (on bottom)
	GB UL - Optimized N2 = N1 – NR TDD [D,D,D,D,D,D,F,F,U,U,U,U,U,U]
	SCS 120kHz, TDD
	SCS 60kHz, TDD

	
	gNB’s processing time for SR = N1
	gNB’s processing time for SR = N1

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	
	
	
	

	
	
	1 reTX
	N2=15
	N2=15
	N2=5
	N2=5

	
	M=4 (4OS)
	Initial TX
	
	
	
	

	
	
	1 reTX
	N2=14
	N2=13
	N2=3
	N2=3

	
	M=7 (7OS)
	Initial TX
	
	
	
	N2=8

	
	
	1 reTX
	N2=12
	N2=10
	N2=0
	N2=0



	GB - UL user plane latency (with slot boundary constraint for reTXs) for optimized N1 = N2 – NR TDD [D,D,D,D,D,D,F,F,U,U,U,U,U,U]

	SCS 120kHz, TDD
	SCS 60kHz, TDD

	
	gNB’s processing time for SR = N1
	gNB’s processing time for SR = N1

	
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X
	gNB’s decoding time for the last PUSCH = UE’s N1/2 + X

	
	7 PDCCH occasions  
	4 PDCCH occasions  
	7 PDCCH occasions  
	4 PDCCH occasions  

	Resource mapping Type B
	M=2 (2OS)
	Initial TX
	
	
	
	

	
	
	1 reTX
	0.9777
	0.9777
	0.8661
	0.8661

	
	M=4 (4OS)
	Initial TX
	
	
	
	

	
	
	1 reTX
	1
	0.9866
	0.8482
	0.8482

	
	M=7 (7OS)
	Initial TX
	
	
	
	1

	
	
	1 reTX
	0.9375
	0.9286
	0.8393
	0.8393
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