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Introduction
In this contribution, we provide evaluation results of various UE power saving techniques discussed in our companion papers [2][3] where motivations and detailed proposal/procedures are discussed. The evaluation is based on the agreed evaluation methodology and assumptions [4].

Additionally, as remaining issues in evaluation methodology, we
· provide our calibration results for computer simulation,
· discuss power model inconsistency between sleep power and bandwidth scaled power, and
· discuss interpolation method for determining new power state.
Evaluation Results of UE Power Saving Techniques
UE-preferred Bandwidth Part Configuration and Change Request 
The detailed proposals and procedures for UE-preferred BWP configuration and change request can be found in the section 2.1 of our companion paper [2]. In this section, we evaluate UE power consumption in various scenarios with different traffic load and different bandwidth. We show that there exist an optimal BWP size minimizing UE power consumption to serve given traffic load.
Assumptions
A traffic model of FTP3 is considered with an average inter-arrival time of 200ms. File sizes of 0.1, 0.5, 2, and 4 MB are assumed. For UL tx power of 0dBm case, each slot contains 2 PDCCH symbols, 10 PDSCH symbols, and 1 PUCCH symbol, i.e., self-contained slot is considered. For UL tx power of 23dBm case, 2 PDCCH symbols, 12 PDSCH symbols (1 DMRS symbols included) for DL slot and 14 symbol long PUCCH for ACK is considered. FR1 power model from [7] is used. DL BWP and UL BWP are assumed to be the same. No BWP switching is considered.
Performance Evaluation
Case 1 : Continuous PDCCH Monitoring without Sleep
In this case we consider a scenario with continuous PDCCH monitoring with random packet arrival with a given traffic load based on our model given in [3]. Depending on the arrived packet size and bandwidth, network may require one or more number of PDSCH transmissions and each PDSCH transmission requires ACK transmission in PUCCH. Note that no sleep operation is considered in this case. Figure 1 shows our evaluation results. We make following observations.

1) For a given traffic load, there exists an optimal bandwidth that minimizes power consumption. A larger bandwidth consumes more RF power, which increases power consumption. A smaller bandwidth leads to longer DL PDSCH reception, which also increases power consumption. For example, Figure 1 (left) shows that 20MHz BWP is optimal with 2 and 4MB packet sizes.

2) The optimal[footnoteRef:2] BWP size depends on traffic load. When traffic load is low (0.1MB) in Figure 1 (left), narrow bandwidth tends to give lower power consumption since narrow bandwidth is already wide enough to serve the traffic with a single PDSCH transmission for each packet arrival. In this case, further increasing BWP size is unnecessary because it increases bandwidth to more than enough size and accordingly increases unnecessary power consumption of both RF and BB. While in high traffic load case (4MB), using narrow BWP requires multiple times PDSCH transmissions to serve a single packet, which increasing power consumption. Using too large BWP could also increases power consumption since bandwidth is larger than enough. Further increasing BWP does not reduce UE processing in time (slot) but increases power consumption in RF with increased sampling rate, ADC, etc. So, for 4MB case, BWP of 20MHz minimizes UE power consumption. [2:  Optimal in the sense that it minimizes power consumption among given set of BWP sizes] 


3) The optimal BWP is dependent on UL power level. With higher UL power levels, the optimal BWP tends to increase because it reduces not only number of PDSCH receptions but also number of ACK transmissions in UL. For example, with 4MB packet size, 20MHz and 80MHz BWP are optimal size at 0dBm and 23dBm UL tx power, respectively.


[bookmark: OLE_LINK3][bookmark: OLE_LINK4][image: ][image: ]
[bookmark: _Ref528831685]Figure 1 UE power consumption with tx power 0dBm (left) and 23dBm (right). Continuous PDCCH monitoring is assumed.

Observation 1
· For a given traffic load, there exists an optimal bandwidth that minimizes power consumption.
· The optimal BWP size depends on traffic load.
· The optimal BWP is dependent on UL transmission power level.

In following table, we capture the evaluation results for Case 1.

	Company
	Power Saving scheme
	Power saving gain
	Power saving gain for each configuration
	UPT/ Latency
	Evaluation methodology / base line assumption
	Note (including UE throughput)

	Apple
	1) When UE knows total size of file to download / upload, it can estimate power efficient BWP sizes.
2) UE can indicate its preferred BWP configuration to gNB.
3) gNB configure UE with the BWPs which was determined based on UE’s recommendation.
4) File transfer occurs with the configured BWPs.
	33 ~ 68%
	0dBm case
0.1MB : 68%
0.5MB : 64%
2M : 46%
4M : 34%

23dBm case
0.1MB : 51%
0.5MB : 33%
2MB : 61%
4MB : 53%
	4Mbps for 0.1MB file

20Mbps 
for 0.5MB file



	Evaluation Method = Mathematical Analysis,

UE continuously monitors PDCCH,
No CDRX assumed.
No GTS assumed.



	Power saving gain in each file size is computed against the bandwidth consuming highest power in each file size.





Case 2 : Grant arrival with Sleep Operation
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In this case, we consider random traffic arrival with sleep operation between DL grant arrivals.. This could be realized by either 1) gNB sending sleep indication to UE or 2) UE could be just configured with short DRX inactivity timer and enter DRX off mode automatically after with inactivity timer expiration.

Case 2a : BWP with gNB-indicated sleep
We use our model given in [3] to show power consumption with gNB-indicated sleep signal. Figure 2 (left) show that the optimal BWP size is 100MHz for most packet sizes. It turns out that a larger BWP allows UE to complete DL PDSCH reception as soon as possible and then switch to deep sleep state to save power. This is true for most cases. Figure 2 (right) shows the power saving gain of optimal BWP w.r.t BWP consuming the largest power (which is 10MHz).
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[bookmark: _Ref528854001]Figure 2 In left figure, UE power consumption with tx power 0dBm. Sleep operation assumed between two consecutive packet arrivals. In right figure, UE power saving gain compared to the case of bandwidth of 10MHz with tx power 0dBm (left).


Case 2b : BWP with CDRX
We also show the similar results using CDRX with very short inactivity timer value of 5ms. In this case, the short drxInactivityTimer makes UE quickly enter sleep mode when there is no data in the DL queue. Thus, this one has similar effect as Case 2a, but decreases scheduling flexibility at network side due to decreased ACTIVE_TIME.  Figure 3 shows similar trend as shown in Case 2a that that larger bandwidth with quick sleep consumes lower power than using narrow bandwidth, which requires multiple PDSCH transmissions.

[image: ]
[bookmark: _Ref528930117]Figure 3 UE power consumption for different BWP with CDRX

Observation 2
· A larger BWP allows UE to complete DL PDSCH reception quickly and then to switch to sleep mode to save power.
· The optimal BWP size depends on the existence of sleep operation.

We capture the results from Case 2a and 2b in the following table.

	Company
	Power Saving scheme
	Power saving gain
	Power saving gain for each configuration
	UPT/ Latency
	Evaluation methodology / base line assumption
	Note (including UE throughput)

	Apple
	1) When UE knows total size of file to download / upload, it can estimate power efficient BWP sizes.
2) UE can indicate its preferred BWP configuration to gNB.
3) gNB configure UE with the BWPs which was determined considering UE’s recommendation.
4) File transfer starts with the configured BWPs.
5) Between packet arrivals, gNB actively use GTS signal to make UE sleep or DRX with short inactivity timer make UE enter DRX off period.
	40 ~ 80%
	0.1MB : 80%
0.5MB : 75%
2M : 56%
4M : 45%
in Case 2a


40% in Case 2b



	20Mbps
	Evaluation Method = Mathematical Analysis and LLS

UE continuously monitors PDCCH,

GTS or DRX={ODT=5, IAT=5, LDC =160}ms assumed.



	Power saving gain in each file size is computed against the bandwidth consuming highest power.



Case 3: Impact of CDRX and BWP switching
In this case, we study the choice of BWP size considering both BWP switching and CDRX that have high impact on UE power consumption. Due to complex timer operations we use computer simulation to measure power consumption with following assumption. Note that the assumption below is slightly different from Case 1 and 2.
· Traffic : FTP with packet size of 0.5MB and packet inter-arrival timer of 200ms
· K0=5, K1=3
· BWP switching is considered with BWP switching delay of 2ms and bwpInactivityTimer=200ms
· A BWP configuration includes only two BWPs with one default BWP of size 20MHz.
· Number of HARQ process = 4
· CDRX parameters : drxLongCycle=160ms, drxInactivityTimer=100ms, drxOnDurationTimer=8ms
· Number of MIMO layers = 2

Figure 4 (left) shows the UE power consumption without CDRX but with BWP switching. The key difference from previous cases is that this case considers BWP switching, which allows UE to save power whenever BWP inactivity timer expires, which reduces power consumption significantly especially for large bandwidth. But we still observe that there exists a bandwidth giving the lowest power consumption among different BWP sizes other than maximum BWP or minimum BWP. In the case without CDRX, 60MHz is the best choice among others.

Figure 4 (right) shows the case with CDRX enabled. In this case, the overall power consumption numbers are further reduced compared to left figure (no CDRX) thanks to DRX operation. But, toward to the end of bandwidth spectrum (20MHZ or 100MHz), we see power consumption increases and there exists a sweet spot at the bandwidth of 60MHz. 20MHz is too small which requires multiple PDSCH transmissions which spends more power and 100MHz is more than enough to serve a given traffic load (in this case RF part consumes too much power than required). 
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[bookmark: _Ref1120478]Figure 4 The UE power consumption without CDRX (left) and with CDRX(right). In both cases BWP switching is considered. BWP axis (abscissa) denotes the BWP other than the default BWP.
Observation 3
· The choice of BWP sizes could further reduce UE power consumption together with BWP switching and CDRX operation.

We capture the results from Case 3 in the following table.

	Company
	Power Saving scheme
	Power saving gain
	Power saving gain for each configuration
	UPT/ Latency
	Evaluation methodology / base line assumption
	Note (including UE throughput)

	Apple
	1) When UE knows the total size of file to download / upload, it can estimate power efficient BWP sizes.
2) UE can indicate its preferred BWP configuration to gNB.
3) gNB configure UE with the BWPs which was determined based on UE’s recommendation.
4) File transfer occurs with the configured BWPs.
5) BWP switching and DRX operation are enabled.
	 16 %
	16%
	20Mbps
	Evaluation Method = LLS,

UE continuously monitors PDCCH,
CDRX assumed.
{ ODT=80, IAT=100, LDC=160}ms,
No GTS assumed 
FTP3(0.5MB, 0.2s)



	Power saving gain in each file size is computed against the bandwidth consuming highest power.



UE-preferred Timeline Adaptation for Power Saving
The detailed motivation, proposals and procedures can be found in the section 2.2 of our companion paper [2]. In this section, we evaluate UE power consumption for different choices of K0(or K2), K1 values for a given traffic arrival scenario. To evaluate the performance gain, we consider a case where UE monitors PDCCH every D slots and UE receives a grant every D slots. This is static model where traffic arrives regularly. The scheduling of PDSCH and ACK is up to network decision taking into account other UEs resource allocation. In real scenario, the period D could also understood as random grant inter-arrival time. But, in this analysis, we assumed the fixed value for simplicity. In this analysis, we evaluate the average power consumption during D slots for various K0 and K1 values.

Assumptions
We make following assumptions for the evaluation.
1) Packet arrives once every D=100 slots (50ms in SCS=30kHz)
2) Network schedules a packet (one PDSCH) every D slots.
3) The packet could be served with a single PDSCH transmission with a given bandwidth.
4) The number of OFDM symbols for PDCCH/PDSCH/PUCCH(ACK) is 2/12/14 respectively.
5) If K1>0, UE receives PDSCH only for 12 symbols without PDCCH decoding in the slot where PDSCH is transmitted.
6) For PDSCH-only slot, we assume that the power consumption of power state MS(2)PDSCH(12) is equivalent to that of PDCCH(2)PDSCH(12) which is 300, where the number denote the length of OFDM symbols for PDCCH and PDSCH respectively.
7) Network puts the UE into sleep state by sleep indication for the slots where UE does not monitor PDCCH, receive PDSCH, or transmit ACK, where the sleep state is chosen by UE such that UE consume lowest power consumption during the sleep period.

Performance Evaluation
We evaluate the average power consumption for duration D for different combination of K0 and K1 values. Figure 5 shows the typical timeline for PDCCH/PDSCH/ACK transmission and sleep operation between active slots where transmission/reception happens. For D slots, one PDCCH, one PDSCH and one PUCCH(ACK) is received. If there is any time duration for potential sleep for K0>0, K1>0, then UE enters one of the three sleep states which gives the lowest power consumption.
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[bookmark: _Ref528768403]Figure 5 A typical time line for PDCCH/PDSCH/ACK transmission (K0=3, K1=3)
Figure 6 shows average power consumption for five different cases (K0,K1)=(0,1), (1,1),(4,4), (8,8), and (16,8). The case (0,1) has 41% power saving gain compared to (16.8) case. The general trend is that the shorter values for K0/K1, the higher power saving gain. This is due to the fact that UE can enter deeper sleep mode when sleep time is longer. Considering that there is significant inter-grant arrival duration between grants as shown in [5], it is expected that controlling processing time line of tx/rx activities such that they happen close in time can provide a significant potential for UE power saving.
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[bookmark: _Ref528768066]Figure 6 Average power consumption for PDCCH#=2, PDSCH#=12, PUCCH#=14

Observation 4
· Using smaller values of K0 and K1 together with sleep operation could provide power saving gain of ~ 41% for a given reference configuration.

Observation 5
· Scheduling Tx and Rx activities close-in-time could greatly increase power saving by removing unnecessary transitions and ensuring longer sleep duration with lower power consumption.

	Company
	Power Saving scheme
	Power saving gain
	Power saving gain for each configuration
	UPT/ Latency
	Evaluation methodology / base line assumption
	Note (including UE throughput)

	Apple
	1) UE can indicate its preferred K0, K1, K2 values to gNB before data transfer starts.
2) gNB can use those preferred K0, K1, K2 values for data scheduling.


	 5~41 %
	5% for (K0,K1)=(8,8)

41% for (K0,K1)=(0,1)
	
	Evaluation Method = Mathematical Analysis


	




UE-preferred Time Domain Resource Allocation Table Configuration
The motivation, proposal, procedures of UE-preferred time domain resource allocation table (TDRA) configuration can be found in our companion paper [2]. In this section, we provide the performance evaluation results only.
Assumptions
We make following assumptions for evaluation.
· PDCCH occupies the first 2 symbols of the slot.
· RRC configures the TDRA table with multiple entries, which may cover a wide range of TDRA patterns including both same-slot and cross-slot scheduling patterns. Examples of such table can be 38.214 Table 5.1.2.1.1.-2, Table 5.1.2.1.1.-4, and Table 5.1.2.1.1.-5.
· To project power consumption of the new power model, we use the interpolation method described in section 3.2.
· We assume Y=90, i.e., power consumption of slot configuration PDCCH(2)MS(10)PDSCH(2).
· We assume the power penalty of unnecessary PDSCH buffering is 30 based on difference of PDCCH-only with same-slot and PDCCH-only with cross-slot.
Performance Evaluation
In this section, we provide evaluation results for both cross-slot and same slot scheduling cases.
[bookmark: _Ref528834056]
Case-1: baseline PDCCH-only with same slot scheduling (with PDSCH buffering). For the baseline case, there is no chance for UE power saving. The power consumption for UE with and without grant, as agreed in the last meeting, is projected to be 300 and 100, respectively.

Power saving with cross-slot scheduling : Case-2

Case-2: cross-slot scheduling with LTE-like PDCCH/PDSCH allocation. 
Figure 7 (a) plots a cross-slot scheduling pattern, which was also discussed in the last meeting. With cross-slot scheduling, if UE knows that a given TDRA could be potentially scheduled by DCI, UE can shut-off RF after 2 symbols in case there is no grant from previous slot. The power consumption for UE, as agreed in last meeting, can be reduced by 30% from 100 to 70 if there is no grant. 
Figure 7 (b) shows the power consumption of Case-1 (blue) and Case 2 (red) as a function of grant arrival probability. When grant arrival probability is low (close to 0), the difference of 30 (=100-70) comes mostly from the difference of PDCCH-only with same slot scheduling and PDCCH-only with cross slot scheduling. We can see the gain of such TDRA diminishes when the grant arrival probability becomes higher. When grant arrival probability is high (close to 1), every slot has PDCCH and PDSCH. Thus there is no difference in terms of power consumption for both cross and same slot scheduling.
[image: ]      [image: ]
[bookmark: _Ref528708487]              (a) TDRA pattern                          (b) Power consumption
Figure 7 Case-2: cross-slot scheduling with LTE-like time-domain resource allocation.
Power saving with same-slot scheduling : Case-3 and Case 4

Case-3: same-slot scheduling with scattered PDCCH/PDSCH allocation. Figure 8 (a) plots a new power model, which is same-slot scheduling with scattered PDCCH/PDSCH. If UE knows that given TDRAs are to be potentially scheduled by DCI, UE can blindly shut-off RF after 2 symbols. Depending on outcome of PDCCH (whether grant is present or not), UE can decide whether to turn back RF on to receive PDSCH or not. In such case, whether grant is present or not, UE can achieve power saving. We can show that the UE achieves a constant of 30 power saving across the board which is plotted in Figure 9(a) as well.

Case-4: same-slot scheduling with overlapped PDCCH/PDSCH allocation. Figure 8 (b) plots same-slot scheduling with overlapped PDCCH/PDSCH allocation. Similar to Case 3, if UE knowns a given TDRA is to be potentially scheduled by DCI, UE can achieve constant power saving no matter there is grant or not.

[image: ]     [image: ]
              (a) case-3                                           (b) case-4
[bookmark: _Ref528709710]Figure 8 same-slot scheduling power saving cases.

In both Figure 9(a) and (b), increasing overhead m makes overall power consumption increases due to increased overhead.

[image: ] [image: ]
              (a) case-3                                    (b) case-4
[bookmark: _Ref528833943]Figure 9 power consumption comparison b/w knowing TDRA vs. unknown TDRA before DCI decoding

Figure 10(a) and (b) show the power saving gains of different cases for overhead m=2 and 3. Case 3 and Case 4 provide significant power saving across the board up to 30% when load is low, and up to 15% when load is very high.

[image: ] [image: ]
[bookmark: _Ref528710586]Figure 10 Power saving comparison between different cases.
Based on above discussion, we make following observation.

Observation 6
· UE can avoid unnecessary PDSCH buffering if and only if PDSCH is transmitted after PDCCH decoding finishes.
· This applies to cross-slot and same-slot scheduling.

Observation 7
· Power saving gain of controlling TDRA (including K0 and SLIV ) approach is as high as 30% and gradually decreases to 0% for cross slot scheduling and 15% for same slot scheduling case.

In following table, we summarize the evaluation results.

	Company
	Power Saving scheme
	Power saving gain
	Power saving gain for each configuration
	UPT/ Latency
	Evaluation methodology / base line assumption
	Note (including UE throughput)

	Apple
	1)gNB can configure UE’s TDRA table with entries with enough gap between PDCCH and associated PDSCH. The gap is long enough such that PDSCH transmission starts after the gap ends.
2) As long as all the schedulable entries have enough slot(s), UE can avoid unnecessary PDSCH buffering.
	0~30%
	0% for high load (grant is scheduled every slot).

~30% for very low load (grant is scheduled with very low probability)
	

	Evaluation Method = Mathematical Analysis,

It is assumed that arrived packet could be served with a single PDSCH.
	TDRA based gap scheduling
(cross slot scheduling only)

	Apple
	1)gNB can configure UE’s TDRA table with entries with enough gap between PDCCH and associated PDSCH. The gap is long enough such that PDSCH transmission starts after the gap ends.
2) As long as all the schedulable entries have enough gap (e.g., symbols / slots), UE can avoid unnecessary PDSCH buffering.
	16~30%
	16% for high load (grant is scheduled every slot)

~30% for low load (grant is scheduled very low probability)
	
	Evaluation Method = Mathematical Analysis,

It is assumed that arrived packet could be served with a single PDSCH.

	TDRA based gap scheduling
(same slot scheduling only)




Fast SCell Activation/Deactivation
The motivation, proposal and procedure of fast SCell activation/deactivation mechanism can be found in the section 2.4 of our companion paper [2].
Performance Evaluation
In this section, we show the experiment results in real networks under given test scenarios.
Power Efficiency of UE-initiated Fast SCell Activation/Deactivation
The first scenario we have consider is file transfer. Since, in this scenario, the activation / deactivation of SCell kicks in only in the beginning and end of file transfer respectively, the file size has impact on overall power consumption. We have following setup for this experiment.

· Consider two file sizes of 1MBs (most typical download size) and 25MBs (average size).
· Total three carriers (1 PCell and 2 SCells) are activated for downloading a file.
· The power efficiency is measured for the following two schemes.
· S1) Network-initiated SCell activation/deactivation mechanism : SCells are activated/deactivated based on indication from network
· S2) UE-initiated Fast SCell activation/deactivation mechanism : UE sends a message to network to request activation/deactivation of SCells.
· Power saving gain is used as performance measure, which is defined as follows.
· Power saving gain = (the total energy consumed by S1 - the total energy consumed by S2 ) / the total energy consumed by S1
· The throughput status of each carrier is denoted as either G(Good), M(Medium), B(Bad) depending on the achievable throughput (instead of channel condition or SNR). This means that if a carrier supports many UEs simultaneously, then it’s throughput status could be B(Bad) even with a very high SNR.

	Condition
	Throughput (Mbps)

	Good (G)
	25

	Medium (M)
	15

	Bad (B)
	5



Figure 11 shows the power efficiency of UE-initiated Fast SCell activation/deactivation mechanism. For small file size (1MB), we see a significant power saving gain up to 43%. The gain is essentially coming in from cutting down the PDCCH monitoring time in a multi-carrier scenario. For 25MB file size, the gain is limited to 3% since it takes much longer time to download due to the PDCCH monitoring duration being insignificant. The gain gradually reduces as the total aggregated throughput decreases. This is because the reduced aggregated throughput increases the total file transfer time.
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[bookmark: _Ref528829437]Figure 11 Power saving gain of UE-initiated fast SCell activation/deactivation mechanism compared to network-initiated mechanism from test results. G/M/B denotes Good/Medium/Bad throughput for each component carrier.
Observation 8
· UE-initiated SCell activation/deactivation scheme always provide power saving gain compared to default network-initiated CA activation/deactivation mechanism.
· The power saving gain for most typical size file (1MB) is around 43%.

Here we provide another evaluation results to evaluate the impact of CDRX based on computer simulation with the following assumptions.
· Baseline simulation configuration follows the reference configuration agreed in [4] with following details.
· Bandwidth = 40MHz
· Single layer transmission for MIMO configuration
· MCS index = 20
· K0=3, K1=1
· Number of component carriers (including PCell) = 1, 2
· sCellDeactivationTimer value = 320ms
· Number of HARQ process = 1
· File size downloaded = 1Mbyte, 5Mbyte
· Link level simulation with single UE
· Fop CDRX operation we use {ODT=10, IAT=200, LDC=320}ms
· We used 50 as power limit for non-sleep state as discussed in Section 3.

In this evaluation, UE downloads a file and total energy (or average power) required to download the file is measured. Power saving gain is computed based on calculated total energy (or average power) difference between baseline case and the case with UE-initiated SCell deactivation. In the baseline case, once file downloading is finished, gNB deactivates SCells after sCellDeactivationTimer expires, during which time UE still monitoring PDCCH burning power. In the case with UE-initiated SCell deactivation, UE can immediately indicate the deactivation of SCells to gNB. Then, gNB release SCells. In both cases, once SCells are deactivated, we assumed that gNB sends UE to RRC IDLE/INACTIVE state.

Figure 12 shows the power saving gain for file downloading (1MB and 5MB) with different CDRX assumptions. The left figure shows the results with CDRX disabled. The trend is quite similar to the test results shown in Figure 11. The right figure shows the case with CDRX enabled. In case CDRX is enabled, the DRX off duration could save power consumption even for 2CC case before sCellDeactivationTimer expires. Thus power saving gain is lower. 

[image: ]   [image: ]
[bookmark: _Ref1035808]Figure 12 Power saving gain of UE-initiated SCell deactivation with no CDRX (left) and with CDRX (right)
We provide evaluation results based on agreed table format in RAN1 AH meeting.

	Company
	Power Saving scheme
	Power saving gain
	Power saving gain for each configuration
	UPT/ Latency
	Evaluation methodology / base line assumption
	Note (including UE throughput)

	Apple
	1) In cases UE is aware of total size of file (e.g., video, app) to upload or download, UE can advise gNB how many Scells it needs or when to activate / deactivate SCells.
2) UE sends SCell deactivation request to network when file downloading is finished.
3a) Without DRX, following the deactivation, gNB can immediately move to RRC INACTIVE or IDLE state.
3b) With CDRX case, UE enters CDRX mode.
	5% ~ 43%
	43% for 1MB file with No CDRX

7% for 5MB file with No CDRX

17% for 1MB file with CDRX

5% for 5MB file with CDRX
	
	Evaluation Method = LLS,

Baseline configuration with 2 CC, 1 HARQ process, gNB deactivates SCells after sCell deactivation timer value of 320ms expires.
DRX = {ODT=10, IAT=200, LDC=320}ms
	Note that both baseline and proposed schemes have no impact on user throughput since the SCell deactivation kicks in after file downloading is finished.




Power Efficiency of UE-initiated Approach vs Single Component Carrier (PCell only)
In the second scenario, we consider the same file transfer with following setup.
· Consider two file sizes of 1MBs (most typical download size) and 25MBs (average size).
· Following two schemes are considered.
· S3) PCell only : Only PCell is used for file transfer.
· S2) UE-initiated Fast SCell activation/deactivation mechanism
· For S2, total three carriers (1 PCell and 2 SCells) are activated for downloading a file.
· Same metric is used as in previous section.

In this scenario, it has been observed that, especially for cases with Bad component carriers activated, the power saving gain is negative as shown in Figure 13. Note that in those cases with negative gains (GMB, GBB, MBB), the additional component carriers (2nd and 3rd) have Medium or Bad throughput (except the BBB case). The throughput contribution of carriers with Bad/Medium throughput is low compared to amount of additional energy consumed. The power cost for activating additional carrier (×2.5 for 3CA) does justify the marginal throughput improvement from UE power saving perspective. Thus, the power efficiency is negative. In such case, it is better to use Good PCell only.

In our field test, we often see cases like GMB, GBB, or MBB. We guess such configuration happens since some networks do not consider the achievable throughput of additional component carrier. The UE-initiated activation/deactivation request is very effective measure to handle such case. If there is no UE-initiated activation/deactivation mechanism, then UE’s power consumption would increase significantly without throughput increase, which is the situation that UE should avoid.

In the last case (BBB), primary carrier is also in Bad status. Thus, by activating additional carriers, throughput is tripled anyway. This is exactly the same situation as GGG, thus we see high power saving gain in the case.

[image: ]
[bookmark: _Ref528944545]Figure 13 UE-initiated fast SCell activation/deactivation power saving gain w.r.t PCell only case. G/M/B denotes Good/Medium/Bad throughput.
Observation 9
· In case network activates additional carriers which supports low throughput, UE-initiated SCell deactivation mechanism could be effectively used to request the deactivation of the carriers with low power efficiency (bit/Joules).

MIMO Layer Restriction
Performance evaluation
In this section, we do simple back-of-the-envelope type calculation based on power model agreed.
Assumptions
We make following assumptions.
· Assume K0=0, K1=0
· In each slot, grant arrival occurs i.i.d fashion with probability p.
· We assume channel rank is limited to 2.
· We consider following two cases.
· C1) Configured max number of MIMO layer is 4.
· C2) Configured max number of MIMO layer is 2.
· Let PPDCCH-only,4Rx be the power for PDCCH-only state with 4 Rx.
· Let PPDCCH-only,2Rx be the power for PDCCH-only state with 2 Rx.
· The power scaling factor for 2Rx is 0.7 according to [7].
· Thus, we have PPDCCH-only,2Rx = 0.7PPDCCH-only,4Rx
· Let PPDCCH+PDSCH,4Rx be the power for PDCCH decoding, PDSCH decoding with 4 Rx.
· Let PPDCCH+PDSCH,2Rx be the power for PDCCH decoding, PDSCH decoding with 2 Rx.
· The power scaling factor for 2Rx is 0.7 according to [7].
· Thus, we have PPDCCH+PDSCH,2Rx = 0.7PPDCCH+PDSCH,4Rx

Analysis
Case 1 : Continuous PDCCH monitoring with no sleep
In the Case 1, we make an additional assumption that UE continuously monitors PDCCH every slot.
For slots without grant arrival, UE performs PDCCH decoding only with configured number of antennas in both cases C1 and C2. Thus there is 30% of power saving for 2Rx.

For slots with grant arrival, UE performs PDCCH and PDSCH decoding with configured number of antennas in both cases C1 and C2. Thus there is 30% of power saving for 2Rx.

Considering both cases, we have following average power.
· Average Power of C1 = PPDCCH+PDSCH,4Rx × p + PPDCCH-only,4Rx × (1-p)
· Average Power of C2 = PPDCCH+PDSCH,2Rx × p + PPDCCH-only,2Rx × (1-p) = 0.7 × Average Power of C1

Observation 10
· This there is 30% of power saving gain when UE is configured with max MIMO layer of 2 compared to the case with max MIMO layer of 4.

Case 2 : PDCCH monitoring with sleep between grant arrival
In the Case 2, we assume that there exist a Genie sleep indication which makes UE to enter sleep state between two consecutive grants. Using the statistical model in our companion paper [6][8], we can get following results. For evaluation of 4Rx, we used P0. For evaluation of 4Rx, we used 0.7P0.

[image: ]
[image: ]

Figure 14 shows the average power consumption of UE configured with max 4Rx and that of UE configured with max 2Rx. Unlike the Case 1, when sleep operation is introduced, the power saving gain is reduced because there is no more power saving between 4Rx and 2Rx during sleep operation.
[bookmark: _Ref528845305][image: ]  [image: ]
[bookmark: _Ref528845361]Figure 14 Average Power consumption for 4Rx and 2Rx with Genie sleep indication between grants (left). Power saving gain of 2Rx compared to 4Rx is shown as a function of grant arrival probability p.(right)
Observation 11
· The sleep operation could reduce the power saving gain of MIMO layer restriction.

	Company
	Power Saving scheme
	Power saving gain
	Power saving gain for each configuration
	UPT/ Latency
	Evaluation methodology / base line assumption
	Note (including UE throughput)

	Apple
	1) There are certain cases where gNB does not have to use large number of layers, e.g., low load traffic (traffic/control) transmission in good channel condition.
2) gNB can RRC configure UE with the maximum number of MIMO layers L_max.
3) gNB can dynamically indicate the mimo layer in DCI within L_max.
4) UE can buffer only up to L_max to avoid unnecessary buffering of layers which is not used.

	0 % ~ 30 %
	0 % for very low traffic load (when traffic load is low, no need to buffer PDSCH).

30% for high traffic load (when load is high, reducing to 2Rx from 4Rx could save up to 30% power).
	
	Evaluation Method = Mathematical Analysis,

Basic assumption is that SNR is high enough so that the BLER with 2Rx is very low enough.


	



UE-assisted DRX Configuration
The motivation, proposal and procedure of UE-assisted DRX Configuration mechanism can be found in our companion paper [2].

Assumptions
For evaluation we consider following applications and DRX configurations. The base configuration follows reference configuration agreed in [4] and we make following additional setup for our evaluation.
· FR1 only considered.
· Bandwidth = 100MHz. No BWP switching considered.
· FTP (file size = 0.5MB, mean packet arrival time = 0.2) and VoIP are considered in evaluation.
· Following DRX configurations considered with ODT(On Duration Timer), IAT(Inactivity Timer), LDC(Long DRX Cycle)
· DRX1 = {ODT=4ms, IAT=10ms, LDC=10ms}
· DRX2 = {ODT=4ms, IAT=10ms, LDC=40ms}
· DRX3 = {ODT=4ms, IAT=25ms, LDC=40ms}
· DRX4 = {ODT=8ms, IAT=100ms, LDC=160ms} 
· DRX5 = {ODT=10ms, IAT=200ms, LDC=320ms}
Performance Evaluation
FTP
In this evaluation, we measure the FTP performance with various DRX configurations. We observe there is no difference in throughput across different DRX configurations. This is very much expected in this setup. In Figure 15, we packet delay statistics and power consumption across different DRX configurations. The delay is very much the function of DRX cycle. Since this is FTP traffic, delay of packet does not much affect user experience. What is affected much is power consumption. It clearly shows that different amount of power(or energy) is consumed for different DRX configurations. From this results, we see that a certain DRX configuration is better than the other in terms of power consumption. Since UE knows what traffic is to be generated from its own applications, it can recommend a DRX configuration to gNB.

Observation 12
· There exist a better DRX configuration for a given traffic in terms of given performance metric (e.g., power consumption).

[image: ]  [image: ]
[bookmark: _Ref1044142]Figure 15 Delay distribution and power consumption of a FTP traffic for different DRX configurations. DRX2 configuration consumes the least amount of power among given configurations.

Observation 13
· The power saving gain of DRX2={ODT=4ms, IAT=10ms, LDC=40ms} compared to DRX1 = {ODT=4ms, IAT=10ms, LDC=10ms} is 69% for FTP traffic.

VoIP
In this evaluation, we evaluated five different DRX configurations for a given VoIP application agreed in [4]. As previous case, there is no difference in throughput across different DRX configurations. The difference are in delay statistic and power consumption as shown in Figure 16. The outage criterion in [4] is that “a VoIP user is in outage (not satisfied) if 98% radio interface tail latency of this user is greater than 50ms”. Applying this criterion shows that DRX4 cannot be used for VoIP service for this user. But, DRX5 is fine because it has long inactivity timer which makes UE stays most of time in ACTIVE_MODE. Considering that SID packet is generated every 160ms, DRX4 does allow UE enter DRX off period. Again, the evaluation clearly shows different delay and power statistic across different DRX configuration for a given traffic VoIP. UE which knows which application is running currently can advise a DRX recommendation to gNB.

[image: ]  [image: ]
[bookmark: _Ref1128963]Figure 16 Delay distribution and power consumption of VoIP traffic for different DRX configurations. DRX2 configuration consumes the least amount of power among given configurations.

Observation 14
· The power saving gain of DRX2={ODT=4ms, IAT=10ms, LDC=40ms} compared to DRX5 = {ODT=10ms, IAT=200ms, LDC=320ms} is 56% for VoIP traffic.


In the following table, we summarize the performance evaluation results for FTP and VoIP.

	Company
	Power Saving scheme
	Power saving gain
	Power saving gain for each configuration
	UPT/ Latency
	Evaluation methodology / base line assumption
	Note (including UE throughput)

	Apple
	1) UE knows the current running application in device and its traffic pattern (delay, throughput, periodicity, etc).
2) UE can determine a DRX configuration which works best with the current application. 
3) UE can send DRX configuration recommendation to gNB.
4) If the application is terminated or done with file transfer, then UE can recommend different DRX configuration (e.g., with relaxed DRX cycles).
	53~69%
	52% for DRX2
48% for DRX3
46% for DRX4
33% for DRX5

All w.r.t DRX1
	41.3Mbps
for all DRX configurations

	Mean delay=16.24, 29.82, 29.42, 59.99 ms for DRX1/2/3/4/5

	Evaluation Method = LLS,

Baseline configuration = DRX1,

Traffic type = FTP
	DRX = {ODT, IAT, LDC}ms

DRX1={4, 10, 10}
DRX2={4,10,40}
DRX3={4,25,40}
DRX4={8,100,160}
DRX5={10,200,320}

	
	
	13~56%
	13% for DRX1
56% for DRX2
25% for DRX3
15% for DRX4

All w.r.t DRX5
	
	Evaluation Method = LLS,

Baseline configuration = DRX5,

Traffic type = VoIP
	DRX = {ODT, IAT, LDC}ms

DRX1={4, 10, 10}
DRX2={4,10,40}
DRX3={4,25,40}
DRX4={8,100,160}
DRX5={10,200,320}



Explicit Signal based Sleep Indication (a.k.a go-to-sleep signal)
Assumptions
For performance evaluation, we have used the statistical model introduced in [3], which is summarized here.
· PDCCH, PDSCH, and ACK are transmitted back to back either one slot (self-contained slot) or over two slots (long PUCCH).
· gNB can send sleep indication until next grant arrival.
· Data and ACK packet are received with no error.
Performance Evaluation
Sleep Operation without DRX
Figure 17 show the power saving performance of sleep indication based on the statistical model described in [3]. From the results, one can see that by dynamically indicating the sleep duration, significant gain can be attained especially when packet arrival rate is low (e.g., ~55% at p=0.1). Power saving gain depends on the grant arrival probability p. When p is close 0, a UE with no-sleep keep monitors PDCCHs which consumes on average power of 100. Whereas, a UE with sleep indication mechanism can sleep for a long time so the average power consumption approaches to 0. When p is close 1, both UEs receives grants almost every slot and there is no time to enter sleep. So, the power consumption converges to 300.
[image: ] [image: ]
[bookmark: _Ref528843069]Figure 17  Average power consumption vs. grant arrival rate p in left. Power saving percentage of sleep indication vs. grant arrival rate p in right.
Observation 15
· When the grant arrival probability is 0.05, the power saving gain of the explicit signal based sleep indication mechanism is 71%.
· When the grant arrival probability is 0.1, the power saving gain of the explicit signal based sleep indication mechanism is 55%.
· When the grant arrival probability is 0.2, the power saving gain of the explicit signal based sleep indication mechanism is 37%.


Sleep Operation with DRX
In this section, we show the power consumption evaluation results with DRX. DRX already provide good framework for power saving in time domain but inactivity timer is often the cause of wasting too much power. We show the interaction of sleep indication with DRX using computer simulation.

We make following assumptions on sleep indication transmission from gNB side.
1. Basic configuration follows reference configuration agreed in [4].
2. Sleep indication is sent when DL queue is empty and when there is enough time for sleep until the end of CDRX ON duration.
3. Two DRX configurations of {ODT=10,IAT=80,DLC=320}ms and {ODT=4,IAT=40,DLC=160}ms are considered.
4. FTP traffic considered with packet size of 0.5MB and mean inter-arrival time of 0.2sec

The assumption 1 on sleep signal generation will effectively cut the tail part of DRX on duration when there is no data transmit in DL. The sleep indication between two consecutive DL packets is not considered in this evaluation, but could be further considered later to further optimize.

Table 1 Power Consumption of Sleep Indication with DRX
	DRX configuration
	GTS configuration
	Avg. power
	Power saving gain (%)
	Avg. delay
	(Light+deep) sleep 

	ODT=10ms,
IAT=80ms,
DLC=320ms
	OFF
	26
	baseline
	104.13ms
	77%

	
	ON
	8
	69%
	108.22ms
	95.8%

	ODT=4ms,
IAT=40ms,
DLC=160ms
	OFF
	19
	baseline
	64.4ms
	84.8%

	
	ON
	8
	57%
	65.47ms
	95.7%




The results is captured in the following table for TR.

	Company
	Power Saving scheme
	Power saving gain
	Power saving gain for each configuration
	UPT/ Latency
	Evaluation methodology / base line assumption
	Note (including UE throughput)

	Apple
	1) gNB can send sleep indication to UE to make UE enter sleep state (e.g., skipping PDCCH ) for specified amount of time.

2) UE enters sleep state (e.g., skipping PDCCH monitoring) for the specified amount of time once it receives sleep indication from gNB.
	 37%~71%
	71% for low load when mean inter-grant arrival T is 20 slots.

55% for medium load (T=10)

37% for high load (T=5)
	
	Evaluation Method = Mathematical Analysis

Baseline has no DRX considered.
	

	
	1) gNB can send sleep indication (e.g., when DL queue is empty) to make UE enter sleep state until next ON duration.

2) If UE receives sleep indication, UE sleeps (e.g., skip PDCCH monitoring) until the next ON duration.
	57~69%
	



69% for DRX5

57% for DRX4
	20Mbps
	Evaluation Method = LLS,

DRX5={ODT=10,
IAT=80,
DLC=320 }ms, 

DRX4={ODT=4,
IAT=40,
DLC=160 }ms, 

Baseline has no GTS signal
	





[bookmark: _Ref534966542]Remaining Issues in Evaluation Methodology
Calibration Results
We provide our calibration results which is to be captured in TR 38.840. 

	
	Power States
	Apple

	FTP, w/o C-DRX
	PDCCH only
	99.75%

	
	PDCCH+PDSCH
	0.25%

	
	Micro sleep
	0%

	
	Light sleep
	0%

	
	Deep sleep
	0%

	FTP, w/ C-DRX
	PDCCH only
	35.44%

	
	PDCCH+PDSCH
	0.21%

	
	Micro sleep
	0.04%

	
	Light sleep
	0.07%

	
	Deep sleep
	64.57%

	VoIP, w/o C-DRX
	PDCCH only
	98.7%

	
	PDCCH+PDSCH
	1.3%

	
	Micro sleep
	0%

	
	Light sleep
	0%

	
	Deep sleep
	0%

	VoIP, w/ C-DRX
	PDCCH only
	20.36%

	
	PDCCH+PDSCH
	0.84%

	
	Micro sleep
	0%

	
	Light sleep
	0%

	
	Deep sleep
	78.78%



[bookmark: _Ref534977596]Power Model Inconsistency between Sleep Power and Bandwidth Scaling
It has been briefly discussed in UE power saving email discussion that current power model provide power numbers which are not consistent when bandwidth scaling is applied. The problem is when bandwidth is scaled, the power number of PDCCH only could be even smaller than micro sleep power which is 45. In real product, this cannot happen since receiving/decoding PDCCH requires additional energy / power consumption. As a simple solution as proposed by feature lead, we support limiting the non-sleep state power to 50, which is option 1.

Proposal 1
· For UE PS SI evaluation methodology, limit the lowest power level of non-sleep states to 50, which is larger than micro sleep power of 45.
Power Model based on Interpolation Method
During the previous RAN1#AH meeting, there was a discussion on additional power states. Here we providce our power model used for mini slot transmission for slot configuration, shown in Figure 8(a) with PDCCH(2)MS(10)PDSCH(2). To estimate power number for this slot, we discussed interpolation method based on following two end points. The basic idea is to use two power numbers as end points, first point with 0 (or 1) PDSCH symbols and the second point with 12 PDSCH symbols as two end points, to estimate power number in between them, as depicted in Figure 18. The issue is the choice of power number of first point Y and overhead m in symbols for transition involved with micro sleep.

[image: ]
[bookmark: _Ref534973076]Figure 18 Interpolation method for determining power consumption for slot configuration with PDCCH(2)MS(10-N)PDSCH(N)
Choice of Y
It is better to use a PDSCH configuration with at least one PDSCH symbol, however, there is no agreed number for that. So, instead we consider using PDCCH-only in cross-slot of 70 as first point. Another option is to use PDCCH-only in same-slot of 100. As a reasonable choice, we can use Y=90 for evaluation.

Choice of overhead m
Overhead involved in transition to/from microsleep within slot is modeled as an extra OFDM symbols for PDSCH just for simplicity. Basically, agreed PDCCH-only powers (both with same and cross-slot) in RAN1 already captures  involved transition energy in those numbers 70 and 100 for simple modeling. Thus, what needs to be considered additionally is the additional processing power for PDSCH symbols. Considering overhead by m is increasing already considered overhead or double counting.

However, there was some concern on micro sleep operation and associated overhead for other slot configurations other than already agreed PDCCH-only cases. So, just for evaluation purpose, we can keep m as an additional potential overhead.

Power Estimation
For Case 3, based on the discussion, it is straight to get following equations for power number for a given PDSCH symbols number N and overhead m.



where  is the ratio of PDSCH plus overhead symbols.

For Case 4, the power number Z for slot configuration in Figure 8(b) with PDCCH(2)PDSCH(2)MS(12) needs to be determined. Since we know that Z should be larger than Y and less than =125, we assumes Z=120. For the additional overhead m, we could use following interpolation formula, which is based on the same principle.



Where  and  is the ratio of additional PDSCH symbols plus overhead symbols out of 12.

Proposal 2
· For evaluation, use interpolation method with Y=90 and m=[1~3].


Note that alternative methodology based on power breakdown was discussed in [1]. This approach also gives similar results.

Conclusions
In this contribution, we have provided evaluation results for proposals discussed in [2][3]. In addition to that, we also discussed the remaining issues of estimating power consumption of slot configurations with in-slot micro sleep operation.

Observation 1
· For a given traffic load, there exists an optimal bandwidth that minimizes power consumption.
· The optimal BWP size depends on traffic load.
· The optimal BWP is dependent on UL transmission power level.

Observation 2
· A larger BWP allows UE to complete DL PDSCH reception quickly and then to switch to sleep mode to save power.
· The optimal BWP size depends on the existence of sleep operation.

Observation 3
· The choice of BWP sizes could further reduce UE power consumption together with BWP switching and CDRX operation.

Observation 4
· Using smaller values of K0 and K1 together with sleep operation could provide power saving gain of ~ 41% for a given reference configuration.

Observation 5
· Scheduling Tx and Rx activities close-in-time could greatly increase power saving by removing unnecessary transitions and ensuring longer sleep duration with lower power consumption.

Observation 6
· UE can avoid unnecessary PDSCH buffering if and only if PDSCH is transmitted after PDCCH decoding finishes.
· This applies to cross-slot and same-slot scheduling.

Observation 7
· Power saving gain of controlling TDRA (including K0 and SLIV ) approach is as high as 30% and gradually decreases to 0% for cross slot scheduling and 15% for same slot scheduling case.

Observation 8
· UE-initiated SCell activation/deactivation scheme always provide power saving gain compared to default network-initiated CA activation/deactivation mechanism.
· The power saving gain for most typical size file (1MB) is around 43%.

Observation 9
· In case network activates additional carriers which supports low throughput, UE-initiated SCell deactivation mechanism could be effectively used to request the deactivation of the carriers with low power efficiency (bit/Joules).

Observation 10
· This there is 30% of power saving gain when UE is configured with max MIMO layer of 2 compared to the case with max MIMO layer of 4.

Observation 11
· The sleep operation could reduce the power saving gain of MIMO layer restriction.

Observation 12
· There exist a better DRX configuration for a given traffic in terms of given performance metric (e.g., power consumption).

Observation 13
· The power saving gain of DRX2={ODT=4ms, IAT=10ms, LDC=40ms } compared to DRX1 = {ODT=4ms, IAT=10ms, LDC=10ms} is ~ 69% for FTP traffic.

Observation 14
· The power saving gain of DRX2={ODT=4ms, IAT=10ms, LDC=40ms} compared to DRX5 = {ODT=10ms, IAT=200ms, LDC=320ms} is 56% for VoIP traffic.

Observation 15
· When the grant arrival probability is 0.05, the power saving gain of the explicit signal based sleep indication mechanism is 71%.
· When the grant arrival probability is 0.1, the power saving gain of the explicit signal based sleep indication mechanism is 55%.
· When the grant arrival probability is 0.2, the power saving gain of the explicit signal based sleep indication mechanism is 37%.

Proposal 1
· For UE PS SI evaluation methodology, limit the lowest power level of non-sleep states to 50, which is larger than micro sleep power of 45.

Proposal 2
For evaluation, use interpolation method with Y=90 and m=[1~3].
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