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Introduction
In RAN#80 meeting, the WID of NR MIMO enhancement was approved in [1]. In the detailed scope of NR MIMO enhancement, the following points propose MU-MIMO enhancements relevant to Type II CSI feedback.
· Enhancements on MU-MIMO support:
· Specify overhead reduction, based on Type II CSI feedback, taking into account the tradeoff between performance and overhead 
· Perform study and, if needed, specify extension of Type II CSI feedback to rank >2  
In RAN1 NR Ad Hoc 1901, the following agreements have been made on the DFT based Type II compression CSI enhancements for MU-MIMO [2].
Agreement
On FD compression unit, agree on Alt1 (PMI subband size = CQI subband size) as the default, along with Alt2.2 (PMI subband size = CQI subband size / R) as secondary
· The value of R is fixed to 2
· FFS: Whether secondary implies a separate UE capability or restricted use cases
· Include issues such as limitation on the number of FD compression units, CPU occupation, latency constraint and/or BW constraint
· FFS: Whether FD compression unit is higher-layer configured or reported by the UE
Agreement
On basis/coefficient subset selection for the first layer, the following is supported:
· Common selection for all beams with size-K0 subset of 2LM reported 
· The value of K0 is configured via higher-layer signaling
· The number of reported non-zero coefficients can be smaller than or equal to K0
· FFS: Whether the value of M is configurable
Working Assumption
On the choice of oversampling factor O3, O3 = 4 is supported  
Agreement 
On FD compression unit, the FD compression unit is higher-layer configured
Agreement
On basis/coefficient subset selection for the first layer, support the following: 
· Size-K0 subset design: down select in RAN1#96 from the following alternatives 
· Alt1. Unrestricted subset (size=2LM)
· Alt2. Polarization-common subset (size=LM)
· Alt3. Restricted subset (for a given subset of beams and FD basis, size=2L+M)
· 
The value of K0:   where two values of β are supported  
· 
Down select in RAN1#96 from  
· The UCI consists of two parts: 
· Information pertaining to the number(s) of non-zero coefficients is reported in UCI part 1
· Note: This does not imply whether this information consists of single or multiple values 
· The payload of UCI part 1 remains the same for different RI value(s)
· Bitmap is used to indicate non-zero coefficient indices
Agreement
On the values of L, support L={2,4}
· Decide whether to support L=3 and/or L=6 in the future meetings considering the performance-overhead trade-off for different RI values and/or different number of antenna ports 
Agreement

Two values of M are supported. In RAN1#96, down select between the following alternatives ():
· 
Alt1.  
· 
Alt2. 
· FFS: support for p=1/8 and/or p=3/4 in addition to 1/4 and 1/2 
Agreement:
 The value of M is higher-layer configured 
· FFS: Whether UE reporting smaller value of M (in addition to the configured M) is supported 
Agreement
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Values of N3: For  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96
· 
Alt1: N3 is smallest multiple of 2, 3, or 5 which is  
· Alt2: N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5
In this contribution, we give our views on the remaining details of Type II CSI enhancements in the above MU-MIMO scope.
Type II overhead reduction
Based on the NR Rel-15 Type II codebook, the linear combination of spatial DFT basis vectors is used to generate precoder of each frequency-domain unit. The precoder of each layer and frequency-domain unit can be expressed as follows.

where s is the FD unit index,  are the L wideband spatial domain basis (beam) vectors applied on each polarization, and  is the combination coefficient of beam l in FD unit s.
DFT-based FD compression scheme utilizes the frequency-domain correlation among the combination coefficients. As shown in Fig. 1, the combination coefficient of beam l across all the FD units is expressed as follows.

where DFT vectors  are the M FD basis vectors and  is the coefficients for beam l and FD vector m after compression. Due to the correlation of coefficients before compression, M is set to be smaller than 2L, and the overhead to feedback DFT vectors  is relatively low. Hence overhead reduction can be achieved.


Fig. 1 DFT based FD compression approach
For the completeness of the DFT based FD compression codebook, the following remaining details are to be decided:
· Determination of M value
· For the case that , to solve the DFT size issue, support segmentation or padding
· Quantization of coefficients after compression
· Coefficient subset selection
· Codebook subset restriction
· UCI design details
We discuss the above issues in the following subsections. 
2.1 M value
In last meeting’s agreement, the following two alternatives are proposed on the determination of M value.
Alt 1: 
Alt 2: 
Between these two alternatives, Alt 2 selects more FD basis vectors than Alt 1 of R=2, i.e., when PMI FD unit size is half of CQI sub-band size. In some cases, e.g., p=1/2, M value can just be same as number of sub-bands . Based on the above description of the compression feedback, it may not have any overhead reduction compared with legacy Type II CSI. Further, Alt 2 may lead to that M>10. Based on our evaluation in previous contributions [3], M>5 will not increase performance significantly. Hence we think Alt 1 is a more suitable choice to achieve better overhead reduction.
Proposal 1: , where p=1/4 or 1/2. 
2.2 N3 value: Segmentation v.s. padding
One issue related to the frequency property of Type II compression feedback is the length of DFT based FD basis vectors, i.e., one FD compression is performed across the entire BW or one segment of the BW. 
Similarly as the design of the UL transform precoding, the DFT size of the FD compression should be multiples of 2, 3 and 5 to reduce the complexity of UE hardware design, esp. when large number of FD units are contained in the CSI reporting band. To achieve that the allowed N3 values are multiples of 2, 3 and 5, two approaches, shown in Fig. 2, are proposed as given in the agreements of RAN1 NR Ad Hoc 1901.
[image: ]
Fig.2 Padding and segmentation
· Alt 1 (Padding): N3 is smallest multiple of 2, 3, or 5 which is . UE will pad  FD units to the CSI reporting band. How to generate the channel coefficients of the padded FD units is up to UE implementation, but the location of the padded FD units needs to be specified. gNB will extract the precoder of the original FD units according to the specified location of padded FD units. 
· Alt 2 (Segmentation): N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Specifically, the first segment includes FD unit 1 to FD unit Y, and the second segment includes FD unit  -Y+1 to , where Y is the smallest number larger than , which only has 2, 3 or 5 as prime factor(s). A DFT compression is performed on each segment.
In theory, as gain of overhead reduction based on DFT compression comes from the frequency correlation of the coefficients in Rel-15 Type II codebook, the correlation can be quite weak for the two FD units with large BW gap in between. Further, interference is also frequency-selectivity in the whole BW. Hence dividing the whole BW into two segments can guarantee that in each segment, the good correlation among the FD units in each segment can provide good compression performance.
It’s hard to guarantee the performance of padding. The typical way to pad the coefficients is to copy the coefficients of the edge FD units in the original CSI reporting band. Padding these artificial coefficients in the added FD units will change the channel profile, which will impact the performance of the original CSI reporting band.
From the perspective of specification effort, Alt 1 needs to describe the location of the padded FD units, whereas Alt 2 needs to define the start and end of each segment. The specification impact of these two alternatives is similar. 
From UE complexity perspective, segmentation will reduce the total number of DFT size that UE needs to implement, i.e., UE does not needs to implement large DFT size. Further, comparing two DFT processes with smaller size and one DFT process with larger size, the former is simpler as the complexity of DFT processing is O(NlogN) for FFT or O(N^2) without fast algorithm. 
Observation 1: Compared with segmentation, the spec impact and UE complexity of padding is not lower.
In last meeting’s discussion, there is one argument that one can implement segmentation by configuring two report settings. However, for UE with just one CPU per CC, it needs to be triggered twice to feed back a full CSI of the entire bandwidth. The caused extra latency will defeat the benefit of the high-resolution CSI. Hence configuring two report settings cannot fulfill the requirement to let gNB acquire the real-time and full-BW high-resolution CSI.
We compare the performance-overhead of these two alternatives in Fig. 3. We simulate the case of 20 MHz and 50 MHz with 30 kHz SCS and R = 2. The number of FD units in the CSI reporting band is 26 for 20MHz and 34 for 50MHz. The start and end of each segment are defined as in the above description of Alt 2, i.e., (1-15)+(12-26) for 20MHz and (1-18)+(17-34) for 50 MHz. For Alt 2, padding is performed as follows
· 0+1 for 20MHz, where 0 FD units are padded before the first FD unit, and 1 FD units are padded after the last FD unit with coefficients come from FD unit 26
· 1+1 for 50MHz, where 1 FD units are padded before the first FD unit with coefficients come from FD unit 1, and 1 FD units are padded after the last FD unit with coefficients come from FD unit 34.
In the plots, each curve consists of p=1/4 and p=1/2, where .
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(a) 20 MHz
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(b) 50 MHz
Fig. 3 Padding vs. segmentation 
It can be observed that
· Segmentation can achieve more than 5% performance gain over padding.
· The overhead of segmentation and padding depends on how many overlapped FD units exist in the two segments and how many FD units to be padded. For small L value, p value or  value, the overhead difference is very small.
· In general, segmentation outperforms padding in the performance-overhead trade-off curve.
Observation 2: Segmentation can provide performance gain and better Performance-Overhead trade-off over padding. The performance gain of segmentation over padding can be more than 5%. 
Proposal 2: When , segment the CSI reporting band into 2 parts. The first segment includes FD unit 1 to FD unit Y, and the second segment includes FD unit  -Y+1 to , where Y is the smallest number no smaller than , which only has 2, 3 or 5 as prime factor(s). A DFT compression is performed on each segment.
2.3 Quantization of coefficients
The following alternatives are proposed in previous meetings on the quantization of the coefficients  after compression.
Alt 1: Rel.15 3-bit amplitude, N-bit phase where N is configured to either 2 (QPSK), 3 (8PSK), or 4 (16PSK)
Alt 2: Rel.15 3-bit wideband amplitude for each beam, 2 or 3-bit differential amplitude, 3 or 4-bit phase
Alt 3: A and C are real-valued diagonal matrices and B is a coefficient matrix. The amplitude set for each element of B is either 0 or 1. The amplitude sets of A and C TBD. The coefficient matrix is ABC.
Alt 4: For each beam: 4-bit amplitude and 4-bit phase for the first FD component’s coefficient; 3-bit amplitude and 3-bit phase for the remaining coefficients
For Alt 1, the amplitudes of the coefficients are quantized based on the normalization upon the entire 2L*M matrix. The normalized coefficient matrix is

The entries of  are quantized in [0,1]. As the final precoder will be normalized, the product of the  does not impact the final precoder. 
For Alt 2, the amplitudes of the coefficients are quantized based on the normalization upon each row in the 2L*M matrix. The normalized coefficient matrix is

The final precoder derived from  is same as the precoder derived from the original coefficient matrix without quantization. The diagonal entries in the left-hand matrix is quantized in [0,1] as wideband amplitude for each beam, and the right-had matrix is quantized in [0,1] as differential amplitudes for FD coefficients. 
Comparing Alt 1 and Alt 2, the value range of the entries in the quantized 2L*M matrix of Alt 2 is smaller than Alt 1. In addition, the value distribution of Alt 2 will be flatter. Hence Alt 2 can achieve better quantization accuracy. 
In fact, Alt 1, 2 and 4 can be merged together. For example, Alt 2 needs to report and quantize the maximum amplitude of each beam. If we give this per-beam amplitude more bits for quantization, it is aligned with the spirit of Alt 4. For the quantization of phase, the per-coefficient quantization from Alt 1 can be used. Hence a possible merge among Alt 1, 2 and 4 can following the principle below.
· Phases are quantized independently, including 4-bit alphabet. (Alt 1)
· Differential amplitudes are performed w.r.t. the strongest coefficient per beam. (Alt 2)
· Strongest coefficient's amplitude per beam uses more bits than other amplitudes. (Alt 4) 
Based on the above principle, a possible merge of Alt 1, 2 and 4 is the following Alt M.
Alt M: 
· UE reports the following amplitudes of the coefficients in , for each spatial beam
· The amplitude of the strongest coefficient per beam
· Quantized with A bits. A = 4 or 3
· For A=4, the alphabet is  (-1.5dB step size)
· For A=3, the alphabet is {,0} (-1.5dB step size)
· The differential amplitudes of the coefficients w.r.t. the strongest coefficient in this beam
· Quantized with B bits. B = 2 or 3
· For B=2, the alphabet is  (-3dB step size)
· For B=3, the alphabet is  (-3dB step size)
· (A, B) can be configurable from (4, 2), (4, 3), (3, 2)
· UE reports the phases of the coefficients in . 
· Phases are quantized with C = 3 bits (8PSK) or 4 bits (16PSK), which is configurable
We simulate the above Alt M comparing with the original Alt 1, 3 and 4 in the following Fig. 4. We plot the results for NSB = 13, PMI FD unit = CQI sub-band size, L=2 or 4 and M=7. The plots consist of . Each phase is quantized with 3 bits. 
· For Alt 1, each amplitude or phase is quantized with 3 bits. 
· For Alt 3, each amplitude in matrix A and C is quantized with 3 bits, and each phase is quantized with 3 bits. 
· For Alt 4, the amplitude or phase of the first FD component per beam is quantized with 4 bits, other amplitudes or phases are quantized with 3 bits.
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(a) L=2
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(b) L=4
Fig. 4 Comparison of different quantization schemes for L = 2 and L = 4
It can be seen in Fig. 4 that 
· Alt M with (A,B) = (4,3) can achieve performance gain over Alt 1.
· For , (A,B) = (4,2) and (3,2) achieves overhead reduction compared to Alt 1. 
· For L = 4, the performance loss of (3,2) is very small (less than 2%), and the performance of (4,2) is a bit higher than Alt 1. 
· For L = 2, the performance of (3,2) and (4,2) is higher than Alt 1.
· For , the overhead of Alt 1 is the lowest, but it suffers performance loss (2%-5%). 
· For L=2, the overhead difference is not significant comparing Alt 1 and Alt M with (A,B) = (4,2) and (3,2).
· Alt 4 achieves similar performance as Alt 1. The overhead of Alt 4 is a bit higher than Alt 1.
· Alt 3 suffers performance loss for large L, M or  values. For small L, M or  values, Alt 3 cannot save overhead compared to Alt 1.
· Further, to achieve the presented performance for Alt 3, the computation complexity is quite high, as matrix pseudo-inversion needs to be involved in the entry quantization.
Therefore, we have the following observation and proposal. 
Observation 3: The merged quantization approach Alt M can achieve better Performance-Overhead trade-off than Alt 1.
· The original Alt 3 and Alt 4 cannot provide performance-overhead gain over Alt 1.
· Alt 3 requires high UE complexity.
Proposal 3: UE reports the following amplitudes of the coefficients in , for each spatial beam
· The amplitude of the strongest coefficient per beam
· Quantized with A bits. A = 4 or 3
· For A=4, the alphabet is  (-1.5dB step size)
· For A=3, the alphabet is {,0} (-1.5dB step size)
· The differential amplitudes of the coefficients w.r.t. the strongest coefficient in this beam
· Quantized with B bits. B = 2 or 3
· For B=2, the alphabet is  (-3dB step size)
· For B=3, the alphabet is  (-3dB step size)
· (A, B) can be configurable from (4, 2), (4, 3), (3, 2)
· UE reports the phases of the coefficients in . 
· Phases are quantized with C = 3 bits (8PSK) or 4 bits (16PSK), which is configurable
2.4 Coefficient subset selection
K0-subset selection can be performed to further reduce overhead. Only a subset of the entries in the following C matrix are quantized and reported, and the other entries are set as 0. 

The subset selection requires to report the entry location of the non-zero coefficients. The report overhead of the entry location can be further reduced. In fact, the first L rows in C corresponds to the first polarization, and the last L rows correspond to the second polarization. As the channel in the two polarizations has symmetry property, the best spatial beams or FD basis vectors are quite similar for the two polarizations. 
Hence one approach to further reduce report overhead is polarization-common subset selection, i.e., to report the coefficient subset for just one polarization. For coefficients correspond to the other polarization, the same subset is used. An example is shown in Fig. 5 for L=4 and M=4.
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Fig.5 Polarization-common subset selection
Based on the analysis above, this approach has the potential to reduce overhead without harming the performance significantly. 
Another alternative proposed in RAN1 NR AD Hoc 1901 is to use layer-common FD basis and subset [4]. That is the selected FD basis and coefficients subset are common for different layers.
We simulate the following four schemes regarding the subset selection among layers and polarizations.
· Layer independent: For different layers, FD basis selection is independent, and the coefficient subset selection is also independent. Subset selection is not necessarily to be common for two polarizations.
· Layer common: Both FD basis selection and coefficient subset selection are common for different layers. Subset selection is not necessarily to be common for two polarizations.
· Polarization common + layer independent: For different layers, FD basis selection is independent, and the coefficient subset selection is also independent. Subset selection is common for two polarizations.
· Polarization common + layer common: Both FD basis selection and coefficient subset selection are common for different layers. Subset selection is common for two polarizations.
The results are shown in Fig. 6. The plots in the figure correspond to [L,M]=[2,4], [2,7], [4,4] and [4,7].   is used in this figure. 
It can be observed from the evaluation results that polarization-common subset selection can save 20-60 bits, where the performance is almost the same. However, layer-common coefficient subset cause large performance loss (around 5%) compared with totally independent operation between layers.
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Fig. 6 Subset selection of the coefficient matrix after compression
Observation 4: For coefficient subset selection: 
· Using same selected subset for the two polarizations further reduces the overhead significantly, and the performance is almost the same.
· Common subset selection among different layers cause large performance loss compared with layer-independent subset selection.
Proposal 4: For Rel-16 codebook with FD compression, support polarization-common subset selection of the coefficient matrix after compression. 
· Use same selected subset for the first L rows and last L rows in the 2L*M coefficient matrix. Only the entry locations of the selected subset in one polarization are reported.
Proposal 5: Both FD basis selection and coefficient subset selection are independent among different layers.
2.5 Codebook subset restriction
In previous RAN1 meeting, it has been agreed that codebook subset restriction (CSR) is supported for the new codebook based on FD compression. One FFS point here is to whether CSR on both FD basis vectors and spatial beams is supported. 
The basic function of CSR is to avoid inter-cell interference. The granularity of codeword restricted by CSR decides the gNB flexibility of performing interference management. In NR Rel-15 Type II codebook, the flexibility is quite high as gNB can not only restrict the spatial beam directions but also the power of each beams. As the Rel-16 FD compression codebook is an enhancement of the Rel-15 Type II codebook, we shall guarantee that the flexibility of Rel-16 CSR cannot be lower than the Rel-15 Type II codebook CSR. The CSR on FD basis vectors provides this flexibility.
Observation 5: CSR on spatial beams only cannot achieve the same level of flexibility for interference management as Rel-15 Type II codebook CSR.


Fig. 7 Illustration of CSR on FD basis and spatial beams
The rationale of how CSR on FD basis vectors provides flexibility of interference management is depicted in Fig. 7. As a matter of fact, spatial beams are selected for the major clusters in the channel, whereas the FD basis vectors are selected for the major delay taps of each spatial cluster. Among the selected delay taps, some of the delay taps are strong enough to cause interference, while some of them may not impact the UEs in other cells. For example, for a group of UEs in the neighboring cell, for the three delay taps in the beam of each cluster, the first two are strong enough to interfere this group of UEs, whereas the delay tap t3 is relatively weak which does not cause significant interference. Hence gNB can still allow the UEs in its cell to select t3 if it is still stronger than the delay taps in other clusters’ beams, instead of forbidding the UEs in its cell to select the whole cluster.
In addition, since some frequency correlation knowledge can be obtained from channel reciprocity in some scenarios, some candidate spatial beams and frequency domain basis functions/vectors can be restricted by configuring a subset of basis, e.g. via gNB configuration of codebook subset restriction, to avoid the frequency correlation functions which are not preferred by gNB.  This can also potentially reduce UE processing provided that smaller subset is used.
Based on the above analysis, we have the following proposal.
Proposal 6: For the DFT based compression codebook, the restriction on both FD domain basis vectors and spatial beams is supported in CSR.
2.6 UCI design
According to the agreement in RAN1 NR Ad Hoc 1901, the UCI of the Type II compression feedback consists of two parts, where the information that pertaining the number of non-zero coefficients are contained in CSI Part 1, and a bitmap will be reported to indicate the non-zero coefficients among all the coefficients. 
The first issue is how to indicate the information on the number of non-zero coefficients in CSI Part 1. The following alternatives can be identified.
Alt 1: Explicit indication on the number of non-zero coefficients is reported in CSI Part 1.
Alt 2: Bitmap to indicate the non-zero coefficients among all the coefficients are contained in CSI Part 1.
The number of layers is unknown before gNB decodes CSI Part 1. Based on our previous evaluation, layer-independent subset selection should be supported. Thus if the maximum number of rank is 2, at least two bitmaps should be contained in CSI Part 1 for Alt 2, which will cause large overhead. The overhead is large waste of resource when the reported rank is 1.  
Proposal 7: Explicit indication on the number of non-zero coefficients is reported in CSI Part 1.
For each layer, the number of non-zero coefficients is no larger than K0. Hence for a rank-R CSI report, the total number of non-zero coefficients cannot be larger than R*K0. However, as the bitwidth of CSI Part 1 needs to be fixed regardless of the R value, the following two approaches can be used to fix the bitwidth of the number of non-zero coefficient indication (NNZCI). 
Alt A: NNZCI indicates per-layer number of non-zero coefficients. The bitwidth of NNZCI is Rmax*ceil(log2K0), where Rmax is the maximum number of layers.
Alt B: NNZCI indicates the total number of non-zero coefficient across the R layers. The bitwidth of NNZCI is ceil(log2(Rmax*K0)).
Comparing Alt A and Alt B, the overhead of Alt B is smaller as shown in Fig. 8, where the X-axis is the K0 value, and the Y-axis is the number of overhead bits. Further considering the extension of Type II compression feedback to higher ranks, e.g., rank 4, the overhead reduction is more significant. Hence we think Alt B should be supported for the report of NNZCI.
[image: ][image: ]
(a) Rank 2                                                                              (b) Rank 4
Fig. 8 Comparison of overhead bits for Alt A and Alt B in Rank 2 and Ran 4
Proposal 8: For a rank-R CSI report, NNZCI indicates the total number of non-zero coefficient across the R layers. The bitwidth of NNZCI is ceil(log2(Rmax*K0)), where Rmax is the maximum number of layers.
As we analyzed and evaluated in the previous sub-section, polarization-common subset selection should be supported. Hence UE only needs to use a size L*M bitmap to indicate the location of the non-zero coefficients among all the coefficients.
Proposal 9: The size of the bitmap indicating the non-zero coefficients among all the coefficients is L*M. 
To summarize our views on UCI design, CSI of the Type II compression feedback contains two parts.
· Part 1 includes RI indicating rank R, NNZCI across the R layers with bitwidth ceil(log2(Rmax*K0)), and CQI
· Part 2 includes the PMI indicating beam selection, FD basis vector selection, a size- bitmap indicating the location of non-zero coefficients and the amplitudes and phases of the coefficients. 
Higher rank support for Type II
3.1 Enhancement on higher rank support
A study point of Type II enhancement in Rel-16 is to evaluate the higher rank support of Type II. Type II CSI is major targeted to the MU-MIMO use cases. If rank 4 is supported for Type II, gNB would have more flexibility to do MU scheduling, e.g., 4+4 MU paring can be possible. However, the performance of supporting higher rank Type II should be justified. 
In fact, usually, a similar performance of 4+4 MU paring can also be achieved by a 2+2+2+2 MU pairing. Then to compare the rank-2 performance and rank-4 performance in MU, we should limit the total number of streams to the same maximum number of streams, e.g. 8, in gNB to enable both of the above two MU scheduling strategies. Further, in practical network, the gain of rank-4 MU may come from the case that gNB cannot find 4 UEs to be scheduled in the cell. Hence, in order to simulate this case, FTP traffic model should be assumed instead of full buffer.
Additionally, overhead reduction is also a significant issue in supporting higher rank Type II. The total number of rank 4 CSI can be twice as the rank 2 CSI without overhead reduction. All the overhead reduction schemes, including both semi-static and dynamic overhead reduction, should consider rank 4 if the performance gain of rank 4 is justified. Especially for the dynamic overhead reduction, the current partial CSI omission granularity is not sufficient for rank 4. If the rank of Type II is extended to RI<=4, the dynamic range of the sub-band overhead is much larger than the current RI<=2. Even if half of the sub-band CSI is omitted, the total CSI overhead difference for different RI values can still be as larger as a one-layer sub-band CSI payload, i.e., more than 100 bits. The introduction of a comb-4 omission would reduce the rank-4 overhead to a similar overhead as rank 1. Hence the CSI omission rule should be extended to finer granularity, e.g., including comb-4 pattern, if Type II CSI is extended to higher rank.
Proposal 10: If Type II is extended to higher rank, the CSI omission rule for partial sub-bands should also be extended.
For the higher rank Type II CSI, as the reporting overhead can be quite large, it’s desired to extend the compression feedback to rank 4. For the compression feedback, the CSI overhead mainly depends on the overhead to report the amplitudes and phases of the non-zero coefficients. Hence to control the overhead of compression feedback up to rank 4, the number of non-zero coefficients needs to be carefully controlled. As the K0 value determines the upper bound of non-zero coefficients, reducing K0 value for higher ranks can help to reduce the overhead. For example, for rank-R>2, the configured K0 value can be adjusted to K0R, so that R*K0R <= 2*K0. 
Whether the adjustment is performed can be determined by the RI value, e.g., if R is larger than 2, UE and gNB will perform the adjustment. Another alternative is to determine whether to perform the adjustment through CSI omission procedure. Specifically, if the PUSCH resource allocation cannot carry all the CSI parameters for rank R>2, CSI omission will be performed by reducing the K0 value to K0R, so that R*K0R non-zero coefficients can fit in the allocated PUSCH resource.
Proposal 11: For higher rank support of Type II, support extending the DFT based compression feedback to rank>2
· For rank R>2, consider reducing the configured K0 value so that R*K0R cannot be larger than 2*K0.
3.2 Simulation results
To compare the performance of higher rank Type II CSI, we conduct simulations on rank-2 Type II codebook and rank-4 Type II codebook in 3D UMi scenario. The total number of gNB streams is 8. The number of Rx antennas for both rank-2 and rank 2 is 4. The other simulation assumptions are given in Appendix. The throughput performance Type II-rank2 and Type II-rank4 is given in Table 3.1.
Table 3.1 Throughput performance
	
	Mean UE throughput（Mbps）
	5% tail UE throughput（Mbps）
	50% tail UE throughput（Mbps）
	95% tail UE throughput（Mbps）
	RU

	Type II-rank2
	46.98
	22.13
	48.78
	63.49
	0.47

	Type II-rank4
	55.25
(17.60%)
	18.97
(-16.66%)
	52.63
(7.89%)
	100.62
(58.48%)
	0.46


It is seen from the above simulation results that for average throughput, allowing rank 4 can achieve attractive gain over rank 2. However, for cell-edge UEs, rank 4 suffers large performance loss. The possible reason is that for cell-edge UEs, the channel estimation and CQI calculation may not be accurate, which causes too optimistic estimation on the rank value. The issue can be solved by UE specific configuration of the allowed RI values. For cell-edge UEs, gNB can forbid them to select higher ranks by RI restriction.
Observation 6: Comparing Type II rank 4 and Type II rank 2, rank 4 achieves average throughput gain but suffers cell-edge throughput loss.
Proposal 12: Extend Type II to rank 4 with RI restriction. 
Conclusion
In this contribution, we discuss remaining issues in Type II enhancement for MU-MIMO. Based on the discussion, we have the following observations and proposals.
Observation 1: Compared with segmentation, the spec impact and UE complexity of padding is not lower.
Observation 2: Segmentation can provide performance gain and better Performance-Overhead trade-off over padding. The performance gain of segmentation over padding can be more than 5%. 
Observation 3: The merged quantization approach Alt M can achieve better Performance-Overhead trade-off than Alt 1.
· The original Alt 3 and Alt 4 cannot provide performance-overhead gain over Alt 1.
· Alt 3 requires high UE complexity.
Observation 4: For coefficient subset selection: 
· Using same selected subset for the two polarizations further reduces the overhead significantly, and the performance is almost the same.
· Common subset selection among different layers cause large performance loss compared with layer-independent subset selection.
Observation 5: CSR on spatial beams only cannot achieve the same level of flexibility for interference management as Rel-15 Type II codebook CSR.
Observation 6: Comparing Type II rank 4 and Type II rank 2, rank 4 achieves average throughput gain but suffers cell-edge throughput loss.
Proposal 1: , where p=1/4 or 1/2.
Proposal 2: When , segment the CSI reporting band into 2 parts. The first segment includes FD unit 1 to FD unit Y, and the second segment includes FD unit  -Y+1 to , where Y is the smallest number no smaller than , which only has 2, 3 or 5 as prime factor(s). A DFT compression is performed on each segment.
Proposal 3: UE reports the following amplitudes of the coefficients in , for each spatial beam
· The amplitude of the strongest coefficient per beam
· Quantized with A bits. A = 4 or 3
· For A=4, the alphabet is  (-1.5dB step size)
· For A=3, the alphabet is {,0} (-1.5dB step size)
· The differential amplitudes of the coefficients w.r.t. the strongest coefficient in this beam
· Quantized with B bits. B = 2 or 3
· For B=2, the alphabet is  (-3dB step size)
· For B=3, the alphabet is  (-3dB step size)
· (A, B) can be configurable from (4, 2), (4, 3), (3, 2)
· UE reports the phases of the coefficients in . 
· Phases are quantized with C = 3 bits (8PSK) or 4 bits (16PSK), which is configurable
Proposal 4: For Rel-16 codebook with FD compression, support polarization-common subset selection of the coefficient matrix after compression. 
· Use same selected subset for the first L rows and last L rows in the 2L*M coefficient matrix. Only the entry locations of the selected subset in one polarization are reported.
Proposal 5: Both FD basis selection and coefficient subset selection are independent among different layers.
Proposal 6: For the DFT based compression codebook, the restriction on both FD domain basis vectors and spatial beams is supported in CSR.
Proposal 7: Explicit indication on the number of non-zero coefficients is reported in CSI Part 1.
Proposal 8: For a rank-R CSI report, NNZCI indicates the total number of non-zero coefficient across the R layers. The bitwidth of NNZCI is ceil(log2(Rmax*K0)), where Rmax is the maximum number of layers.
Proposal 9: The size of the bitmap indicating the non-zero coefficients among all the coefficients is L*M. 
Proposal 10: If Type II is extended to higher rank, the CSI omission rule for partial sub-bands should also be extended.
Proposal 11: For higher rank support of Type II, support extending the DFT based compression feedback to rank>2
· For rank R>2, consider reducing the configured K0 value so that R*K0R cannot be larger than 2*K0.
Proposal 12: Extend Type II to rank 4 with RI restriction. 
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Appendix
Table 6.1 Simulation assumptions
	System level simulation parameters

	Scenarios
	TR38.901: 3D-Uma (200m) for overhead reduction; 3D-Umi for higher rank support

	Carrier frequency 
	4 GHz

	Simulation bandwidth
	DL 10 MHz unless specified 

	SCS
	15KHz unless specified 

	Antenna Spacing
	(dV,dH)=( 0.8λ, 0.5λ)

	NB antenna configurations
	32 ports:
(MTXRU, NTXRU, P) = (2, 8, 2)
(M,N,P,Mg,Ng)= (8,8,2,1,1)

	UE antenna configurations
	 Isotropic antenna gain pattern:
(M, N, P) = (1, 1, 2) or  (1, 2, 2)

	Transmission scheme
	SU/MU-MIMO adaption with max rank 2/4, total 4/8 layers

	Traffic model
	FTP 3 with packet size 0.5M byte

	CSI-RS
	Period is 5 ms and overhead is accounted.  

	Delay for scheduling and AMC
	4ms

	Scheduler
	PF

	Receiver
	MMSE-IRC

	HARQ Scheme
	Chase Combining

	Feedback Assumption
	
Non-ideal modeling of channel estimation, with error modeling is used.

	Handover margin 
	3dB 

	DL Overhead  calculation
	 2 OFDM symbols for PDCCH, 24 RE/PRB for DMRS

	Metric
	 Average and 5% tail UE  throughput; Per-rank PMI overhead; 

	Oversampling of the FD basis
	O = 4
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