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Introduction
[bookmark: _Ref129681832]In the first part of this contribution we evaluate the impact of potential UE processing time reductions for N1 (PDSCH-to-HARQ A/N) and N2 (grant-to-PUSCH). To estimate their part on the overall latency is not an easy task since many other factors also contribute significantly, such as the gNB processing times for various operations, the PDCCH monitoring configurations and also the data channel durations. In RAN1 #AH1901, an email discussion had therefore been agreed to harmonize the assumptions across companies. The agreed assumptions are given in [1]. 
In the second part of the contribution we discuss mechanisms related to multiple transmissions and the need for a reduced CSI processing timeline.
____________________________________________________________________________________
Discussion
2.1 Impact of N1 and N2 on the roundtrip latency
2.1.1 Scenarios and applicability of proposed evaluation assumptions
The discussion in our paper is limited to the FDD band allocation. For DL, the grant based transmission is evaluated. For uplink both grant-based and configured grant transmissions are studied. In case of configured grant, the re-transmission is considered to be scheduled.
The latency is evaluated for SCS 30 kHz and 60 kHz, PDSCH/PUSCH durations of 2, 4 and 7OS are assumed. The DL and UL are evaluated independently from each other.
It should be noted that the in [1] agreed evaluation assumptions should be used mainly for calibration and for an initial evaluation. Important but unknown factors contributing to the overall latency are the gNB processing delay and the UE processing time in case of grant-free operation. It is acknowledged that it is extremely difficult for companies to align on reasonable evaluation assumptions and the agreed values should therefore be seen as a compromise in order to bring this study forward in RAN1. But the processing times for these operations should be understood better before any conclusion with impact on the UE architecture and cost is made.
Below, we have commented some of the in [1] agreed assumptions for the gNB processing times.
	Assumption on gNB processing times

	gNB processing time
	Assumptions according to [1]
	Comment

	DL: Initial TX PDCCH/PDSCH
	N2/2+X, X=2/4 for 30/60 kHz SCS 
	The gNB needs to prepare the PDSCH and to perform the scheduling.
The PDSCH preparation is assumed to take N2/2, where N2 is the UEs parameter to prepare the PUSCH. To assume half the required processing time at the gNB side is a guesstimate and not based on technical evaluation.
The additive factor X can reflect the latency induced from the scheduling operation. But also the value of X is a guesstimate that has been chosen in the absence of accurate information and without technical evaluation in RAN1.

	DL: Re-TX PDCCH/PDSCH 
	N2+X, X=2/4 for 30/60 kHz SCS
	The gnB processing for the re-TX is assumed to be N2/2 longer compared to the processing of the initial transmission. The additional processing that has to be carried out is a simple PUCCH decoding. It appears very pessimistic to assume such a long delay for this processing step.

	UL: gNB’s processing time for SR is UE’s N1
	N1
	This values seems to a guesstimate in the absence of accurate information.

	UL: PUSCH-to-PDCCH processing time
	N1 + X, X=2/4 for 30/60 kHz SCS

	This processing step contains PUSCH decoding and scheduling of the re-transmission. N1 is the decoding time for PDSCH reception at the UE side. It might be reasonable to assume the same decoding time for the PUSCH and then X for the scheduling. The choice of X for the scheduling is consistent with the assumption above.

	UL: last PUSCH decoding 
	N1/2+X, X=2/4 for 30/60 kHz SCS
	This processing step contains only the successful PUSCH decoding. No new scheduling is needed. Compared to the PUSCH-to-PDCHH assumption, it is not clear why the PUSCH decoding is reduced to N1/2 but the additive component of X is kept.



An additional factor impacting the overall latency is how the PDCCH monitoring occasions (MOs) are chosen. For the evaluation assumption in [1], for 4 MOs/slot, it is said that the PDCCH is monitored at symbols #0, #4, #8 and #12. For a PDSCH duration of 4 OFDM symbols, this is not optimal, since during the last monitoring occasion a PDSCH with a duration of more than 2 OS cannot be scheduled within the same slot. When instead selecting monitoring occasions at symbols #0, #4, #7 and #10, the worst case latency would be reduced by 2 symbols for a PDSCH duration of 4 symbols and by 3 symbols for a PDSCH duration of 7 symbols. 
Following observations and proposal are made regarding the evaluation assumptions:
Observation 1: The assumed gNB processing times had to be selected in the absence of accurate information, e.g.
· The PDSCH preparation time and the PDCCH/PDSCH scheduling
· The PUCCH decoding time (it is accounted with N2/2. This seems to be quite a pessimistic assumption).
· gNB processing of the SR is assumed to be equal to the UEs PDSCH decoding time N1.
· Processing time difference between successful PUSCH reception and non-successful reception followed by scheduling of a HARQ re-TX. 
Observation 2: The worst case latency can be reduced with differently selected PDCCH monitoring occasions, e.g. for 4 MOs/slot and a PDSCH duration of 4 symbols, monitoring PDCCH at OS #0, #3, #7 and #10, would reduce the worst case latency by 2/3 symbols for a PDSCH length of 4/7 symbols respectively.
Proposal 1: Reducing N1/N2 can have major impact on the chipset architecture and cost. Such a decision should be well justified. Due to the approximations and potential inaccuracies in the agreed assumptions, the evaluation should give a very clear indication that reducing N1/N2 could result in more transmissions within 1ms.
2.1.2 Methodology to identify the worst case latency
For the latency evaluation, the worst case latency shall be considered. Our applied methodology to obtain the worst case latency for a given configuration (SCS, MOs, PDSCH duration) is described below:
1. The data from higher layers can arrive at the gNB at any symbol during the slot. The data arrival time is not necessarily aligned with the symbol boundary. 
2. Fourteen different data arrival times (one during each symbol in the slot) are assumed. Each of them triggers the start of one latency calculation. Thus, 14 different latency values L (i), i=0, 13 are obtained.  
3. The worst case latency is defined L=max{L(i)}, i=0,…,13     
2.1.3 Downlink latency analysis
Figure 1 below illustrates an example of the different contributors to the overall latency for the case of downlink data transmission. It shows the initial transmission and one re-transmission.
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Figure 1 – Different contributors to the latency for downlink data transmission
An explanation of the different contributors to the overall latency is given below:
	Nr
	Description
	Explanation

	1,7
	gNB processing
	The time needed to prepare the transmission and to determine the scheduling decision.
For initial transmission (step 1), N2/2+X is assumed (X=2/4 for 30/60 kHz SCS)
For retransmission (step 7), N2+X is assumed (X=2/4 for 30/60 kHz SCS)

	2
	Transmission alignment:
	The UE is monitoring the PDCCH only on pre-defined symbols. When the gNB has made its scheduling decision it has to wait until the next PDCCH monitoring occasion (MO)  in order to transmit the PDCCH carrying the DL assignment. The granularity of the PDCCH monitoring is a result from a trade-off between PDCCH reliability (which maximum aggregation level shall be monitored in each monitoring instance) and the desired latency (how many PDCCH monitoring instances can be configured within one slot).
Two cases are evaluated:
· 7 MOs/slot at OS #0, #2, #4, #6, #8, #10 and #12
· 4 MOs/slot at OS #0, #4, #8 and #12

	3
	PDCCH/PDSCH transmission duration
	The time it takes to transmit the control channel and the data channel. The PDCCH is only expected to be transmitted at a MO. In general the PDSCH can start at any symbol but not earlier than the CORESET which is containing the scheduling PDCCH. The PDSCH can only have durations of 2, 4 and 7 OS and is allowed to overlap on the same symbols with the PDCCH.
In the evaluations PDSCH durations of 2, 4 and 7 symbols are assumed. It is assumed further that the PDCCH duration is one symbol and that PDCCH and PDSCH overlap with 1OS.

	4, 10
	UE PDSCH Processing
	Time from the end of the PDSCH reception until the earliest possible time when HARQ-A/N can be transmitted. If the PDSCH decoding has been successful, the UE can sent the data to higher layers. If not, a retransmission has to be initiated. The maximum allowed PDSCH decoding time is specified in 38.214 [2] in terms of OFDM symbols. The PDSCH processing time is N1 + d1_1. For the aggressive UE cap#2 the N1 value is {4.5, 9} OFDM symbols for {30, 60} kHz SCS. When there is an overlap of one symbol between the PDSCH and the PDCCH, and the PDSCH length is 2 or 4 OFDM symbols, d1_1=1. For PDSCH length of 7 OFDM symbols, d1_1=0.
Thus, in the evaluation, following values are used:
· 2OS PDSCH: N1+1
· 4OS PDSCH: N1+1
· 7OS: N1

	5
	Uplink transmission alignment
	The time between when HARQ feedback is ready to be transmitted until the next PUCCH is available to send the HARQ feedback.
It is assumed that the PUCCH can be transmitted on every even symbol index, i.e. at OS #0, #2, #4, #6, #8, #10 and #12 

	6
	PUCCH duration
	The time duration of the PUCCH carrying the A/N. If the last PUCCH was carrying an NACK, the gNB has to successfully decode this message and initiate a retransmission of the TB, where the above processing steps are repeated until the maximum number of retransmissions has been reached or the TB has been decoded correctly.
In the evaluations, only one re-TX is assumed and the PUCCH duration is assumed to have a length of 1OS.

	8
	PDCCH alignment to the next slot boundary
	If the gNB has to send a re-TX, it can do it at the next MO. A PDSCH is not allowed to be scheduled across a slot boundary. If the PDSCH duration is longer than what there are symbols left in the current slot, the gNB has to delay the PDSCH transmission at least until the start of the next slot. This increases the worst case latency 



The worst case latencies for a one-shot transmission and for an initial transmission with one retransmission are estimated for 30 kHz and 60 kHz SCS and summarized in Table 1 below. This table shows the Rel15 baseline values and the required processing time reduction of the UE and gNB in order to support two transmissions within 1ms. The detailed calculations are found in the Appendix 1 from Table 11 to Table 32.
[bookmark: _Ref878383]Table 1 – Worst case DL latencies for SCS 30, 60 kHz, 2,4,7 OS PDSCH durations and 4/7 MO/slot
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The following observations can be made from Table 1:
Observation 3: For all examined configurations with 30 kHz and 60 kHz SCS, using the Rel15 UE cap#2, the downlink latency budget can be met with a one-shot transmission.
Observation 4: For PDSCH transmission with 30 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PDSCH, N1 would need to be reduced with 1.25-1.5 symbols and the gNB processing time between 24% and 33%
· For 4OS PDSCH, N1 would need to be reduced with 2.5-3.5 symbols and the gNB processing time between 37% and 60%
· For 7OS PDSCH, not possible even with extreme processing time reduction
Observation 5: For PDSCH transmission with 60 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PDSCH, is already supported with UE cap#2
· For 4OS PDSCH, N1 would need to be reduced with 0.5-1 symbols and the gNB processing time between 13% and 20%
· For 7OS PDSCH, N1 would need to be reduced with 3-4.5 symbols and the gNB processing time between 26% and 43%
From Observation 4 it can be concluded that for PDSCH durations of 4OS and 7OS, it is not feasible to support 2TX within 1ms, the required UE processing time reduction is too large to reach. The only somewhat economical option that is left would be to reduce the UE processing time only for a 2OS PDSCH. However, this a very severe restriction on the applicability. Furthermore, in [1] it has been assumed that the PDCCH and PDSCH overlap. This PDCCH overhead together with the DMRS overhead does account for a large portion of the 2OS PDSCH and it only leaves a limited number of resource elements for data transmission. Therefore, we propose to not further study a reduction of N1 for 30 kHz SCS.
From Observation 5 it can be concluded that it is not feasible to reduce the UE processing time to support 2TX with 7OS PDSCH. On the other hand, for a 2OS PDSCH, it is already supported with UE cap#2. Only for a 4OS PDSCH it could be economical feasible. But the required difference in processing time is so small that it also could be achieved with a slightly further gNB processing time reduction.   
Proposal 2: N1 is not reduced for 30 kHz SCS.
Proposal 3: N1 is not reduced for 60 kHz SCS. If 2 PDSCH transmissions within 1ms shall be supported for a 4OS duration, then this can be accomplished by implementation on the gNB side.
2.1.4 Uplink latency analysis for SR based transmission
Figure 2 below illustrates an example of the different contributors to the overall latency for the case of SR based uplink data transmission. It shows the initial transmission and one retransmission.
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Figure 2 - Different contributors to the PUSCH latency, SR based transmission
An explanation of the different contributors to the overall latency is given below.
	Nr
	Description
	Explanation

	1
	UE SR processing and SR alignment
	The time needed to prepare transmission of the SR and to determine when it can be transmitted including the alignment to the next SR occasion.
The gap between two consecutive SR occasions is two symbols. This time is assumed to be used for the UE processing alignment.

	2
	SR duration
	The duration of the SR transmitted on PUCCH. 
1OS is assumed.

	3
	gNB SR Processing
	The time it takes to process the SR once it has been completely received, decide on a PUSCH grant, schedule and encode it. Depending on the implementation and the load in the cell, this time may vary significantly.
N1 is assumed in the evaluations.

	4
	PDCCH Transmission alignment
	The UE is monitoring the PDCCH only on pre-defined symbols. When the gNB has made its scheduling decision it has to wait until the next PDCCH transmission occasion in order to transmit the grant. It is then further assumed that the grant can be transmitted, i.e. that no PDCCH blocking occurs. 
Two cases are evaluated:
· 7 MOs/slot at OS #0, #2, #4, #6, #8, #10 and #12
· 4 MOs/slot at OS #0, #4, #8 and #12

	5
	PDCCH duration
	The time it takes to transmit the PDCCH carrying the UL grant. 
1OS is assumed.

	6
	PUSCH preparation
	The time from the end of the PDCCH reception at the UE until the earliest possible time when the PUSCH can be transmitted. The maximum allowed PUSCH preparation time is specified in 38.214 [2] in terms of OFDM symbols. 
It is assumed that the first PUSCH symbol only contains DMRS, therefore the PUSCH preparation time is equal to N2.

	7, 11
	PUSCH duration
	The time duration of the PUSCH.
In the evaluation PUSCH durations of 2, 4 and 7 symbols are assumed.

	8, 12
	gNB PUSCH Processing 
	The time it takes for the gNB to process the PUSCH once it has been received and in case of an error, to schedule a retransmission grant. Hence, this processing time is split into two components, the PUSCH decoding.
For PUSCH-to-PDCCH (step 8) a duration of N1+X is assumed, where N1 is according to 38.214 and X is 2 symbols for SCS 30 kHz and 4 symbols for SCS 60 kHz.
For the final PUSCH reception (step 12), no PDCCH transmission is required. The assumed processing time is N1/2+X. 



The worst case latencies for a one-shot transmission and for an initial transmission with one retransmission are estimated for 30 kHz and 60 kHz SCS and summarized in Table 2 below. This table shows the Rel15 baseline values and the required processing time reduction of the UE and gNB in order to support two transmissions within 1ms. The detailed calculations are found in Appendix 2 from Table 33 to Table 55.
[bookmark: _Ref1056640]Table 2 - Worst case UL latencies for SR based transmission with  SCS 30, 60 kHz, 2,4,7 OS PUSCH durations and 4/7 MO/slot
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The following observations can be made from Table 2.
Observation 6: For all examined configurations with 60 kHz SCS, using the Rel15 UE cap#2, the latency budget for SR based uplink transmission can be met with a one-shot transmission.
Observation 7: For SR based PUSCH transmission with 30 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PUSCH, N2 would need to be reduced with 3.5-4.5 symbols and the gNB processing time between 15% and 31%
· For 4OS PUSCH, N2 would need to be reduced with 5 symbols and the gNB processing time between 47% and 61%
· For 7OS PUSCH, not possible even with extreme processing time reduction
Observation 8: For SR based PUSCH transmission with 60 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PUSCH, N2 would need to be reduced with 4.5-6 symbols and the gNB processing time between 15% and 31%
· For 4OS PUSCH, N2 would need to be reduced with 6-7 symbols and the gNB processing time between 24% and 38%
· For 7OS PUSCH, N2 would need to be reduced with 8.5-9.5 symbols and the gNB processing time between 38% and 58%


From Observation 7 it can be concluded that for 30 kHz it is not feasible to reduce the UE processing time for N2 to support 2 PUSCH transmissions within one 1ms. Also for 60 kHz, it seems not feasible to reduce N2 in order to support 2 SR based PUSCH transmissions within 1ms. The required reductions of N2 compared to the baseline are too large for PUSCH durations of 4OS or longer. Maybe there could be a possibility for a 2OS PUSCH. But even there, it requires still a significant UE and gNB processing time reduction. This, together with the restricted applicability of just having short PUSCHs does not justify to reduce N2. If short latencies shall be achieved in uplink, the configured grant is the better option as shown in the next section.   
Proposal 4: N2 is not reduced for 30 kHz SCS.
Proposal 5: N2 is not reduced for 60 kHz SCS.
2.1.5 Uplink latency analysis for CG based transmissions
The configured grant gives a significant reduction of the latency, because time-consuming processing related to SR and the initial transmission can be replaced by pre-configuration. The remaining processing of the grant free operation is the same as for the SR based processing. A potential re-TX is scheduled also for the grant free operation.
Figure 3 below illustrates an example of the different contributors to the overall latency for the case of SR based uplink data transmission. It shows the initial transmission carried on grant-free resources and a scheduled retransmission.
[bookmark: _Ref1068930][image: ]
Figure 3 - Different contributors to the PUSCH latency, SR based transmission
An explanation of the different contributors to the overall latency is given below.
	Nr
	Description
	Explanation

	1, 7
	PUSCH preparation
	The time needed to prepare PUSCH.
In step 1, for configured grant N2/2 is assumed.
In step 7, for scheduled grant N2 is assumed 

	2
	CG alignment
	The alignment to the next TO for the configured grant. Following configurations are assumed:
· For 2OS PUSCH, TOs start at OS #0, #2, #4, #6, #8, #10 and #12
· For 4OS PUSCH, TOs start at OS #0, #4 and #8
· For 7OS PUSCH, TOs start at OS #0 and #7

	3, 8
	PUSCH duration
	The time duration of the PUSCH.
In the evaluation PUSCH durations of 2, 4 and 7 symbols are assumed.

	4,9
	gNB processing
	The time it takes for the gNB to process the PUSCH once it has been received and in case of an error, to schedule a retransmission grant. Hence, this processing time is split into two components, the PUSCH decoding.
For PUSCH-to-PDCCH (step 4) a duration of N1+X is assumed, where N1 is according to 38.214 and X is 2 symbols for SCS 30 kHz and 4 symbols for SCS 60 kHz.
For the final PUSCH reception (step 12), no PDCCH transmission is required. The assumed processing time is N1/2+X.

	5
	PDCCH alignment
	The UE is monitoring the PDCCH only on pre-defined symbols. When the gNB has made its scheduling decision it has to wait until the next PDCCH transmission occasion in order to transmit the grant. It is then further assumed that the grant can be transmitted, i.e. that no PDCCH blocking occurs. 
Two cases are evaluated:
· 7 MOs/slot at OS #0, #2, #4, #6, #8, #10 and #12
· 4 MOs/slot at OS #0, #4, #8 and #12

	6
	PDCCH transmission
	The PDCCH carrying the UL grant.
1OS duration is assumed.



The worst case latencies for a one-shot transmission and for an initial transmission with one retransmission are estimated for 30 kHz and 60 kHz SCS and summarized in Table 2 below. This table shows the Rel15 baseline values and the required processing time reduction of the UE and gNB in order to support two transmissions within 1ms. The detailed calculations are found in Appendix 3 from Table 56 to Table 75.
[bookmark: _Ref1071034]Table 3 - Worst case UL latencies for CG based transmission with  SCS 30, 60 kHz, 2,4,7 OS PUSCH durations and 4/7 MOs/slot for the re-TX
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The following observations can be made from Table 3:
Observation 9: For all examined configurations with 30 kHz and 60 kHz SCS, using the Rel15 UE cap#2, the uplink latency budget can be met with a grant-free one-shot transmission.
Observation 10: For CG based PUSCH transmission with 30 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PUSCH, N2 would need to be reduced with 1-1.5 symbols and the gNB processing time between 0% and 8%
· For 4OS PUSCH, N2 would need to be reduced with 3.5 symbols and the gNB processing time between 29% and 38%
· For 7OS PUSCH, not possible even with extreme processing time reduction
Observation 11: For CG based PUSCH transmission with 60 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PUSCH, already supported in Rel15
· For 4OS PUSCH, already supported in Rel15
· For 7OS PUSCH , N2 would need to be reduced with 4-6 symbols and the gNB processing time between 12% and 31%
From the observations above it can be concluded that the latency budget in uplink can be met for 30 kHz and 60 kHz with one shot transmissions. But two transmission within 1ms cause problems for 30 kHz and partially also some problems for 60 kHz when the Rel15 number are applied.  For grant free operations, it is not economical to consider a reduction of N2, because this only would impact the re-transmission. Most of the overall latency is contributed from the gNB processing times and the PDCCH monitoring occasions. 
Observation 12: For CG based transmission, only the re-transmission would benefit from a reduction of N2 and the impact on the overall latency is rather small. Other factors such as the gNB processing time and the PDCCH monitoring occasions have a relatively larger impact. 
If more than one UL transmission should be supported within 1ms, then a grant-free based retransmission should be introduced. This seems to be the most economical solution to allow multiple UL (re)-transmission within tight latency budgets
Proposal 6: NR shall support grant-free based re-transmissions in order to allow multiple (re)-transmission within tight latency budgets. 
2.1.6 Resource use calculation
The tables in Appendix 4 show the minimum required number of OFDM symbols to carry an encoded transport block including CRC, using MCS index table 3 for PDSCH from [2]. Observe that the calculation covers the PDSCH/PUSCH only, i.e. no room is reserved for DMRS or PTRS. It can be seen that even with a limited payload, the required number of symbols to transmit one packet increases quickly as the MCS index gets lower.
Observation 13: Even limited payloads will occupy a very large part of the available bandwidth when radio conditions are not favorable and a reliable transmission is necessary. Therefore, only allowing reduced processing times for data channels with short duration restricts the applicability severely.   
This restricts the applicability of URLLC and, if supported, multiple transmissions within the given latency budget should not be restricted to only very short data durations.  
2.2 Potential benefits of multiple transmissions and subsequent transmissions
In the previous sections it has been observed that the basic latency requirement can be met with a single-shot transmission and it has been observed that achieving more transmission within 1ms by reducing the UE processing time for N1/N2 is very hard. It has further been observed that the impact from the UE’s N1/N2 on the overall latency is very small. Thus, if the overall latency still would need to be reduced, to support more transmissions within a given latency budget, then the focus should not only be on a reduction N1 but all contributors have to be addressed. Alternatively, different methods not relying on retransmission signalling, e.g. sub-sequent transmissions, could be supported. 
In this section, the general benefit of multiple transmissions (not necessarily related to a reduced N1 value) is discussed.  
Assume that the PDSCH reliability requirement is 1e-5. For a one shot transmission, the BLER target of the single transmission then needs to be equal to the overall BLER, i.e. 1e-5. If there is time for two transmissions, the overall BLER could also be achieved by assuming BLER1=1e-1 for the first transmission and BLER2 = 1e-4 for the second transmission. If a significant higher MCS could be selected for the individual transmissions, especially for the initial transmission, the overall resource utilization could be improved compared to one-shot schemes. 
2.2.1 Multiple DL transmission in AWGN channels
In AWGN channels the SINR/BLER curves are very steep. In these conditions there is no big difference between the required SINR to achieve a BLER of 1e-1 or to achieve BLER of 1e-5. Therefore, there is also no big difference in the MCS that can be adopted. The resource utilization gain for the first transmission is low compared to a one-shot approach. As an example, in Table 4 below, the required SINRs to achieve a certain BLER are shown for different MCS values (SCS 15 kHz, 1T1R). The MCS values are taken from Table 5.1.3.1-1 in [2] except the first row with R = 78/1024 which corresponds to MCS4 from Table 5.1.3.1-3 from the same reference. 
[bookmark: _Ref1071577]Table 4– LLS for different MCS, BLER targets and required SINR with AWGN channel
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In Table 5 it can be observed that for the same MCS the required SINR values do not differ significantly for different BLER targets. Assume that a packet with size 32B has to be transmitted. This equals 32*8 bits +24 bits CRC = 280 bits to be transmitted. Assume further a SINR of -2dB at the UE. Then, for a one shot-transmission, according to results shown in Table 4, MCS2 would need to be selected in order to achieve BLER 1e-5. This results in approximately 62 PRBs (280 bits / 2 (QPSK) * 1024 / 193 / 12 subcarriers). For two transmissions, and assuming BLER 1e-1 in the first transmission, MCS3 could be used. This corresponds to approximately 48 PRBs for the first transmission (280 bits / 2 (QPSK) * 1024 / 251 / 12 subcarriers). For the second transmission with BLER 1e-4, MCS2 would be needed resulting in 62 PRBs. Thus, for this example, employing two transmissions would result in an average number of 48+0.1*62=54.2 PRBs. For this particular example, the gain in resource utilization would be 12.6%, which cannot be considered as a significant gain. The above results are summarized in Table 5 below.
[bookmark: _Ref1071958]Table 5– Example for resource utilization gain in AWGN channel, 2TX vs 1TX
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Observation 14: For AWGN channels, the SINR-BLER curves are very steep, there is no significant resource utilization gain by targeting a higher BLER (e.g. 10%) in the initial transmission compared to one-shot transmissions with low BLER target.
2.2.2 Multiple DL transmissions in fading channels
In fading channels the SINR/BLER curves cannot be expected to be as steep as in the AWGN case and therefore higher gains in resource utilization might be achievable [3]. However, for fading channels, having the possibility for multiple (re)transmissions alone is not a guarantee to improve the resource utilization. A necessity is also to have access to the accurate CSI reports. This is discussed in our companion contribution [4].
2.2.3 Sub-sequent transmission
For stringent latency requirements, as seen in the previous sections, it is very challenging to rely on HARQ based re-transmission. An alternative solution, at least for DL is to transmit the same TB twice without HARQ feedback in between. In order to enhance the performance, the transmission parameters of the second TB could also be updated according to CSI feedback.
Proposal 7: Sub-sequent transmission of the same TB, i.e. without HARQ feedback in between, should be supported.
2.3 CSI processing times enhancements and its relation to HARQ feedback
In Rel-15 NR, the CSI computation time is defined as delay requirement 1 and delay requirement 2 [2]. For example, the short CSI computation delays are presented in Table 6 below, and the longer CSI computation delays in Table 7. The notation Z1 means the CSO reporting delay, i.e. the time between the last symbol of DCI and the first symbol of the channel carrying the A-CSI.  Z'1 means the time between the last symbol of the CSI measurement resource and the first symbol of the channel carrying the A-CSI. This includes the last symbol of the aperiodic CSI-RS resource for channel measurements, the last symbol of aperiodic CSI-IM used for interference measurements, and the last symbol of aperiodic NZP CSI-RS for interference measurement. Z'1 defines the shortest time distance between the measurement resource and the CSI reporting, when aperiodic CSI-RS is used for channel measurement.
[bookmark: _Ref1073815]Table 6 - CSI computation delay requirement 1 [4]
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	Z1 [symbols]

	
	Z1
	Z'1

	0
	10
	8

	1
	13
	11

	2
	25
	21

	3
	43
	36


[bookmark: _Ref1073911]Table 7 - CSI computation delay requirement 2 [4]
	

	Z1 [symbols]
	Z2 [symbols]
	Z3 [symbols]

	
	Z1
	Z'1
	Z2
	Z'2
	Z3
	Z'3

	0
	22
	16
	40
	37
	22
	X1

	1
	33
	30
	72
	69
	33
	X2

	2
	44
	42
	141
	140
	min(44,+ KB1)
	X3

	3
	97
	85
	152
	140
	min(97, X4+ KB2)
	X4



Compared to the HARQ feedback delay, which is counted from the last symbol of the PDCCH to the first symbol of the channel carrying the HARQ information, the CSI feedback time is very long. For the HARQ feedback in case of URLLC, the slot offset between PDCCH and PDSCH should be set to 0. Therefore, there is no gap between the PDCCH and PDSCH and the HARQ feedback delay consists only of the PDSCH duration and the UE’s PDSCH processing.
According to the Rel-15 specification, the PDSCH processing time is specified for the UE capability 1 and UE capability 2 as shown in the tables in Appendix 5.  In Rel-15, the PDSCH duration can be 2, 4 and 7 symbols for PDSCH mapping type B. Since the PDSCH mapping type B can start to be transmitted at any symbol, it can be used for URLLC PDSCH transmission to achieve low a latency. Therefore, based on the above assumption, the HARQ feedback delays for various SCS and PDSCH durations for UE capabilities 1 and 2, are presented in Table 8.
[bookmark: _Ref1074631]Table 8 - HARQ feedback delay with PDSCH mapping type B and dmrs-AdditionalPosition = pos0
	PDSCH duration [symbols]
	PDSCH processing time + PDSCH duration [symbols]

	
	PDSCH processing time for
capability 1 in Table 6 in the Annex
	PDSCH processing time for
capability 2 in Table 7 in the Annex

	 
	15khz
	30khz
	60khz
	120khz
	15khz
	30khz
	60khz

	2
	10
	12
	19
	22
	5
	6.5
	11

	4
	12
	14
	21
	24
	7
	8.5
	13

	7
	15
	17
	24
	27
	10
	11.5
	16



We compare the CSI reporting delay Z1 (Table 6 and Table 7) and the HARQ feedback delay (Table 8) for the same SCS:
· Table 6 (Z1) vs Table 8 although the CSI reporting delays in Table 1 are the shorter than those in Table, assuming no CPU occupancy, wideband frequency-granularity, at most 4 CSI-RS ports and single CSI report, it can be observed that at the same SCS the HARQ feedback delay(s) shown in red in Table 3 is/are still smaller than the CSI computation delay in Table 1. 
· Table 7 (Z1) vs Table 8: as the CSI reporting delays in Table 7 are longer, it can be observed that at the same SCS all the HARQ feedback delays in Table 8 are much smaller than the CSI computation delay in Table 7. 
When the minimum HARQ feedback delay is smaller than the CSI computation delay, then the A-CSI reporting would come later if they both are triggered in the same time domain resource. Using P-CSI feedback is not always feasible, especially not for URLLC traffic bursts. This would require a very short reporting period and would consume a large amount of uplink resources and would increase the UE power consumption. Hence, as illustrated in Figure 4, there are two choices for the gNB implementation when the HARQ feedback delay value is smaller than the CSI computation delay. 
·  Case 1: gNB is sending the (re)transmission right away after it has received the HARQ feedback information from the UE. In this case, the gNB cannot use the latest channel condition reported by the UE, and the scheduling information of the (re)transmission has to be based on the outdated CSI feedback. This results in low system efficiency since the gNB always would assume that the UE is in the worst channel condition.
·  Case 2: gNB is waiting with the (re)transmission until it has received both the HARQ and A-CSI feedback information from the UE. In this case, the gNB can use the latest channel condition reported by the UE, solving the drawback in Case 1. However, an extra latency is introduced while waiting for the A-CSI report. It may not be acceptable for latency stringent traffic. 
[image: ]
[bookmark: _Ref1075213]Figure 4 - Issue of current CSI computation delay. The A-CSI report is coming too late for the re-TX

Observation 15: Rel-15 CSI computation delay is too large to improve the URLLC transmission efficiency.
A straightforward solution is to shorten the current CSI computation delay to solve the issues mentioned above. For example, a new CSI computation delay requirement for URLLC, calculated by scaling the values in Table 6 with approximately 0.5, is presented in Table 9. The specific condition to enable the shorter CSI computation delay requirement/value could be FFS for URLLC. It can be defined as new UE capability for CSI computation delay.
[bookmark: _Ref1075892]Table 9 - New advanced CSI computation delay requirement for URLLC
	[image: ]
	Z1 [symbols]

	
	Z1
	Z'1

	0
	5
	4

	1
	6.5
	5.5

	2
	13
	11

	3
	22
	18



In order to evaluate the impact of the updated CSI information on the system level performance, the following two schemes have been evaluated and the simulation results are provided in Table 10 below. The detailed simulation assumptions are shown in Appendix 6.
· Scheme 1: with R15 CSI computation delay as Table 6
· Scheme 2: with new CSI computation delay as Table 9
The BLER target is assumed to be 1e-5 and the aperiodic traffic model for the remote driving use case is applied, which has been agreed in RAN1#94bis. A/N based outer-loop link adaptation is enabled to compensate the channel fluctuations on a long-term basis. In Table 10, it can be observed that without a shorter CSI delay, the 95% user ratio is not met, i.e. the ratio of users satisfying the 1e-5 BLER target is only about 90.0%. This also implies that in order to meet the BLER target, a more conservative MCS should be selected in each scheduling attempt, which will lead to loss in spectrum efficiency or fewer active URLLC UEs in one cell. Moreover, the outer-loop adjustment is not sufficient to compensate the mismatch between the selected MCS and the outdated channel condition for URLLC. In comparison, the new CSI delay could bring significant improvement in terms of ratio of performance guaranteed UEs, i.e. the ratio of users satisfying the 1e-5 BLER target is increased to 98.3%. The LL-CSI could also improve the overall spectrum efficiency which could be translated directly to increased URLLC system capacity and enable URLLC business application 
[bookmark: _Ref1077808]Table 10 - Statistics of UE BLER for Scheme 1 vs. Scheme 2
	Schemes
	Proportion of UEs meeting the BLER target of 1e-5

	Scheme 1 (with R15 CSI computation delay as Table 1)
	90.0%

	Scheme 2 (with new CSI computation delay as Table 4)
	98.3%



Proposal 8: The CSI computation delay should be shorter for URLLC in Rel-16 than Rel-15.
____________________________________________________________________________________
3 Conclusion
In this contribution we investigate the need for reduced UE processing times N1 and N2, and therefore evaluate the latency budget for one and two PDSCH and PUSCH transmissions. For the uplink direction, both the SR based and the grant-free scheme are investigated for FDD. It is studied if the Rel15 numbers for UE#cap2 are sufficient for SCS 30 kHz and 60 kHz and, if they are not, how much the N1 and N2 values need to be reduced to enable two transmissions within 1ms. Furthermore, we discuss the general need of supporting multiple transmissions and we investigate the necessity of faster CSI processing and reporting.  
Latency evaluation with respect to UE processing times N1 and N2: 
A major task that was carried out during the last meetings and also in the email-discussion sub-sequent to RAN1 AH1901, was to agree on common evaluation assumptions. Here several compromises had to be made, and in the absence of accurate information, approximations had to be done. Also, in order to enable the calibration of results across companies, assumptions on the PDCCH monitoring occasions were taken. The chosen PDCCH monitoring values are not optimal for PDSCH duration of 4 and 7 symbols. With slightly different positions for the PDCCH monitoring, the worst case latency could be reduced with 2-3 symbols for these cases. We made the following observation regarding the simulation assumptions:
Observation 1: The assumed gNB processing times had to be selected in the absence of accurate information, e.g.
· The PDSCH preparation time and the PDCCH/PDSCH scheduling
· The PUCCH decoding time (it is accounted with N2/2. This seems to be quite a pessimistic assumption).
· gNB processing of the SR is assumed to be equal to the UEs PDSCH decoding time N1.
· Processing time difference between successful PUSCH reception and non-successful reception followed by scheduling of a HARQ re-TX. 
Observation 2: The worst case latency can be reduced with differently selected PDCCH monitoring occasions, e.g. for 4 MOs/slot and a PDSCH duration of 4 symbols, monitoring PDCCH at OS #0, #3, #7 and #10, would reduce the worst case latency by 2/3 symbols for a PDSCH length of 4/7 symbols respectively.
The reduction of UE processing times N1 and N2 is a major challenge for the UE implementation. Since it can increase the UE complexity and chipset cost, the underlying assumptions and their impact should be well understood, before any decision is made that would impact the UE architecture. We make therefore the following proposal:
Proposal 1: Reducing N1/N2 can have major impact on the chipset architecture and cost. Such a decision should be well justified. Due to the approximations and potential inaccuracies in the agreed assumptions, the evaluation should give a very clear indication that reducing N1/N2 could result in more transmissions within 1ms.
Based on the agreed assumptions we investigate DL and UL latencies to get an indication about the impact of N1 and N2.
For downlink transmission we make the following observations and proposals:
Observation 3: For all examined configurations with 30 kHz and 60 kHz SCS, using the Rel15 UE cap#2, the downlink latency budget can be met with a one-shot transmission.
Observation 4: For PDSCH transmission with 30 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PDSCH, N1 would need to be reduced with 1.25-1.5 symbols and the gNB processing time between 24% and 33%
· For 4OS PDSCH, N1 would need to be reduced with 2.5-3.5 symbols and the gNB processing time between 37% and 60%
· For 7OS PDSCH, not possible even with extreme processing time reduction
Observation 5: For PDSCH transmission with 60 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PDSCH, is already supported with UE cap#2
· For 4OS PDSCH, N1 would need to be reduced with 0.5-1 symbols and the gNB processing time between 13% and 20%
· For 7OS PDSCH, N1 would need to be reduced with 3-4.5 symbols and the gNB processing time between 26% and 43%
From Observation 4 it can be concluded that for PDSCH durations of 4OS and 7OS, it is not feasible to support 2TXs within 1ms, the required UE processing time reduction is too large to reach. The only somewhat economical option that is left would be to reduce the UE processing time only for a 2OS PDSCH. However, this a very severe restriction on the applicability. Therefore, we propose to not further study a reduction of N1 for 30 kHz SCS.
From Observation 5 it can be concluded that it is not feasible to reduce the UE processing time to support 2TX with 7OS PDSCH. On the other hand, for a 2OS PDSCH, it is already supported with UE cap#2. For a 4OS PDSCH it could be economical feasible. But the required difference in processing time is so small that it also could be achieved with a slightly further gNB processing time reduction which requires no specification impact.
Proposal 2: N1 is not reduced for 30 kHz SCS.
Proposal 3: N1 is not reduced for 60 kHz SCS. If 2 PDSCH transmissions within 1ms shall be supported for a 4OS duration, then this can be accomplished by implementation on the gNB side.
For SR based uplink transmissions we make the following observations and proposals: 
Observation 6: For all examined configurations with 60 kHz SCS, using the Rel15 UE cap#2, the latency budget for SR based uplink transmission can be met with a one-shot transmission.
Observation 7: For SR based PUSCH transmission with 30 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PUSCH, N2 would need to be reduced with 3.5-4.5 symbols and the gNB processing time between 15% and 31%
· For 4OS PUSCH, N2 would need to be reduced with 5 symbols and the gNB processing time between 47% and 61%
· For 7OS PUSCH, not possible even with extreme processing time reduction
Observation 8: For SR based PUSCH transmission with 60 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PUSCH, N2 would need to be reduced with 4.5-6 symbols and the gNB processing time between 15% and 31%
· For 4OS PUSCH, N2 would need to be reduced with 6-7 symbols and the gNB processing time between 24% and 38%
· For 7OS PUSCH, N2 would need to be reduced with 8.5-9.5 symbols and the gNB processing time between 38% and 58%
From Observation 7 it can be concluded that for 30 kHz it is not feasible to reduce the UE processing time for N2 to support 2 PUSCH transmissions within one 1ms.  Also for 60 kHz, it seems not feasible to reduce N2 in order to support 2 SR based PUSCH transmissions within 1ms. The required reductions of N2 compared to the baseline are too large for PUSCH durations of 4OS or longer. Maybe there could be a possibility for a 2OS PUSCH. But even there, it requires still a significant UE and gNB processing time reduction. This, together with the restricted applicability of just having short PUSCHs does not justify to reduce N2. If short latencies shall be achieved in uplink, the configured grant is the better option. 
Proposal 4: N2 is not reduced for 30 kHz SCS.
Proposal 5: N2 is not reduced for 60 kHz SCS.

For grant-free based uplink transmissions we make the following observations and proposals: 
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Observation 9: For all examined configurations with 30 kHz and 60 kHz SCS, using the Rel15 UE cap#2, the uplink latency budget can be met with a grant-free one-shot transmission.
Observation 10: For CG based PUSCH transmission with 30 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PUSCH, N2 would need to be reduced with 1-1.5 symbols and the gNB processing time between 0% and 8%
· For 4OS PUSCH, N2 would need to be reduced with 3.5 symbols and the gNB processing time between 29% and 38%
· For 7OS PUSCH, not possible even with extreme processing time reduction
Observation 11: For CG based PUSCH transmission with 60 kHz SCS, in order to support 2TX within 1ms, compared to the Rel15 baseline 
· For 2OS PUSCH, already supported in Rel15
· For 4OS PUSCH, already supported in Rel15
· For 7OS PUSCH , N2 would need to be reduced with 4-6 symbols and the gNB processing time between 12% and 31%
From the observation above it can be concluded that the latency budget in uplink can be met for 30 kHz and 60 kHz with one shot transmissions. But two transmission within 1ms cause problems for 30 kHz and partially also some problems for 60 kHz when the Rel15 numbers are applied.  For grant-free operations, it is not economical to consider a reduction of N2, because this only would impact the re-transmission. Most of the overall latency is contributed from the gNB processing times and the PDCCH monitoring occasions. 
Observation 12: For CG based transmission, only the re-transmission would benefit from a reduction of N2 and the impact on the overall latency is rather small. Other factors such as the gNB processing time and the PDCCH monitoring occasions have a relatively larger impact. 
If more than one UL transmission should be supported within 1ms, then a grant-free based retransmission should be introduced. This seems to be the most economical solution to allow multiple UL (re)-transmission within tight latency budgets
Proposal 6: NR shall support grant-free based re-transmissions in order to allow multiple (re)-transmission within tight latency budgets. 
One final comment regarding the potential reduction of UE processing times is that this is such a challenge for the UE, that, if supported, it should not only apply to the shortest possible data durations, it should be applicable on a broader set of use cases and scenarios. We have looked into the resource usage and make the following observation.  
Observation 13: Even limited payloads will occupy a very large part of the available bandwidth when radio conditions are not favorable and a reliable transmission is necessary. Therefore, only allowing reduced processing times for data channels with short duration restricts the applicability severely.   

Potential benefits of multiple transmissions and the need for reduced CSI processing and reporting
Potential enhancements of the system efficiency due to multiple transmissions depend on the channel conditions. For AWGN channels, for example, it has been observed that due to the steep SINR/BLER curves the applicable MCS for a given SINR does not change significantly when a different BLER is targeted. The resource utilization gain in this case is therefore rather small. For other channel conditions, when a resource utilization gain could be expected, we find that it is very important to have updated CSI information available before scheduling the re-transmission
Observation 14: For AWGN channels, the SINR-BLER curves are very steep, there is no significant resource utilization gain by targeting a higher BLER (e.g. 10%) in the initial transmission compared to one-shot transmissions with low BLER target.
Two important features that should be introduced to enhance the URLLC performance are the support of sub-sequent transmissions and a decreased CSI reporting delay. If the same TB is allowed to be transmitted twice without HARQ feedback in between, then the reliability can still be improved. However, the latency will be shorter compared to a HARQ-based retransmission approach.   
Proposal 7: Sub-sequent transmission of the same TB, i.e. without HARQ feedback in between, should be supported.
Finally, in our investigation we have further shown that fast CSI feedback compared to Rel15 is a useful tool to increase the URLLC performance, especially if it is applicable already for the re-transmission. In Rel15, there is a heavy imbalance between HARQ feedback delay and the CSI reporting delay. This issue should be overcome in Rel16. We make the following observation and proposal.   
Observation 15: Rel-15 CSI computation delay is too large to improve the URLLC transmission efficiency.
Proposal 8: The CSI computation delay should be shorter for URLLC in Rel-16 than Rel-15.
____________________________________________________________________________________
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Appendix 1 – Latency calculations for Downlink Analysis

The worst case downlink latencies for the different configurations are shown. The numbers in the presented table are derived according to the following principle:

· New data can arrive from higher layers at any time during the slot. In the evaluation for 30 kHz, it is assumed that new data arrives with an offset of 0.3 symbols relatively to the slot boundary. Thus, new data arrives after t=0.3*k*T, with k=0, 1…, 13 and T is the duration of 1 OFDM symbol. For 60 kHz, the offset is 0.6 symbols. 
· Then, the latencies L_k of the chained events is calculated for each of the 14 data different arrival times. The worst case latency L corresponds to the maximum value: L = max{L_i}

· Example for latency calculation of one-shot transmission : Table 11, start offset 3, N1=4.5, N2=5.5, 4MO
· The gNB processing time for the initial TX is assumed to take N2/2+X=2.75+2=4.75OS
· The data arrives after a duration 3.3 OS
· gNB processing finished after 3.3+4.75=8.05
· => Entry in table: gNB processing finished: 8.05
·  The MO occasions are at symbol #0, #4, #8 and #12. The gNB has to wait until the start of symbol 12 (12ms into the slot) until the PDCCH/PDSCH can be transmitted: 
· => Entry in table: Selected PDSCH start: 12
· The PDSCH has a duration of 2OS. Thus after a duration of 14OS the PDSCH is received at the UE
· => Entry in table: PDSCH reception finished: 14
· The UE processing takes N1+d11 OS. Here 1OS overlap of PDCCH/PDSCH is assumed. Thus, the UE processing requires 5.5OS. After 14OS+5.5OS=19.5OS, the UE is ready to send the PUCCH.
· Entry in table: UE processing finished: 19.5
· After the above step, the timeline for a one-shot transmission is terminated: 19.5OS-3.3OS=16.2OS  = 0.58ms
· Entry in table: 1TX latency: 016.2OS/0.58ms


Release 15 baseline
[bookmark: _Ref957038]Table 11 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, PDSCH = 2OS, 4 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 12 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, PDSCH = 2OS, 7 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]


Table 13 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, PDSCH = 4OS, 4 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 14 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, OS, PDSCH = 4OS, 7 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 15- SCS 30 kHz, N1=4.5OS, N2=5.5OS, PDSCH = 7OS, 4 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 16 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, PDSCH = 7OS, 7 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 17 - SCS 60 kHz, N1=9OS, N2=11OS, OS, PDSCH = 2OS, 4 MO, data arrives 0.6 OS into the ongoing symbol
[image: ]
Table 18 - SCS 60 kHz, N1=9OS, N2=11OS, PDSCH = 2OS, 7 MO, data arrives 0.6 OS into the ongoing symbol
[image: ]

Table 19 - SCS 60 kHz, N1=9OS, N2=11OS, PDSCH = 4OS, 4 MO, data arrives 0.6 OS into the ongoing symbol
[image: ]

Table 20 - SCS 60 kHz, N1=9OS, N2=11OS, PDSCH = 4OS, 7 MO, data arrives 0.6 OS into the ongoing symbol
[image: ]

Table 21 - SCS 60 kHz, N1=9OS, N2=11OS, PDSCH = 7OS, 4 MO, data arrives 0.6 OS into the ongoing symbol
[image: ]

Table 22 - SCS 60 kHz, N1=9OS, N2=11OS, PDSCH = 7OS, 7 MO, data arrives 0.6 OS into the ongoing symbol
[image: ]

Downlink transmission – Reduced Latencies on both gNB and UE side

Table 23 – SCS 30 kHz, N1’=N2=3OS, PDSCH = 2OS, 4 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 24 - SCS 30 kHz, N1’=N2=3.25OS, PDSCH = 2OS, 7 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 25 - SCS 30 kHz, N1’=N2=1OS, PDSCH = 4OS, 4 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 26 - SCS 30 kHz, N1’=N2=2OS, PDSCH = 4OS, 7 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 27 - SCS 30 kHz, N1’=N2=0 OS, PDSCH = 7OS, 4 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 28- SCS 30 kHz, N1’=N2=0 OS, PDSCH = 7OS, 7 MO, data arrives 0.3 OS into the ongoing symbol
[image: ]

Table 29 - SCS 60 kHz, N1’=N2=8 OS, PDSCH = 4OS, 4 MO, data arrives 0.6 OS into the ongoing symbol
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Table 30 - SCS 60 kHz, N1’=N2=8.5 OS, PDSCH = 4OS, 7 MO, data arrives 0.6 OS into the ongoing symbol
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Table 31- SCS 60 kHz, N1’=N2=4.5 OS, PDSCH = 7OS, 4 MO, data arrives 0.6 OS into the ongoing symbol
[image: ]

[bookmark: _Ref957060]Table 32 - SCS 60 kHz, N1’=N2=6 OS, PDSCH = 7OS, 7 MO, data arrives 0.6 OS into the ongoing symbol
[image: ]

Appendix 2 – Latency calculations for SR based uplink

Release 15 baseline
[bookmark: _Ref1056508]Table 33 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 2OS, 4 MO
[image: ]
Table 34 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 2OS, 7 MO
[image: ]
Table 35 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 4OS, 4 MO
[image: ]
Table 36 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 4OS, 7 MO
[image: ]
Table 37 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 7OS, 4 MO
[image: ]
Table 38 - SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 7OS, 7 MO
[image: ]
Table 39 - SCS 60 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 2OS, 4 MO
[image: ]
Table 40 - SCS 60 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 2OS, 7 MO
[image: ]

Table 41 - SCS 60 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 4OS, 4 MO
[image: ]

Table 42 - SCS 60 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 4OS, 7 MO
[image: ]

Table 43 - SCS 60 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 7OS, 4 MO
[image: ]
Table 44 - SCS 60 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 7OS, 7 MO
[image: ]

SR based uplink transmission – Reduced UE processing and reduced gNB processing

Table 45 - SCS 30 kHz, N2=N1=1OS, PUSCH = 2OS, 4 MO
[image: ]

Table 46 - SCS 30 kHz, N2=N1=2OS, PUSCH = 2OS, 7 MO
[image: ]
Table 47 - SCS 30 kHz, N2=N1=0OS, PUSCH = 4OS, 4 MO
[image: ]
Table 48 - SCS 30 kHz, N2=N1=0.5OS, PUSCH = 4OS, 7 MO
[image: ]
Table 49 - SCS 30 kHz, N2=N1=0OS, PUSCH = 7OS, 4 MO
[image: ]
Table 50 - SCS 30 kHz, N2=N1=0OS, PUSCH = 7OS, 7 MO
[image: ]
Table 51 - SCS 60 kHz, N2=N1=5OS, PUSCH = 2OS, 4 MO
[image: ]
Table 52 - SCS 60 kHz, N2=N1=6.5OS, PUSCH = 2OS, 7 MO
[image: ]
Table 53 - SCS 60 kHz, N2=N1=5OS, PUSCH = 4OS, 7 MO
[image: ]
Table 54 - SCS 60 kHz, N2=N1=1.5OS, PUSCH = 7OS, 4 MO
[image: ]
[bookmark: _Ref1056543]Table 55 - SCS 60 kHz, N2=N1=2.5OS, PUSCH = 7OS, 7 MO
[image: ]

Appendix 3 – Latency calculations for CG based uplink

CG based uplink transmission – R15 baseline performance
[bookmark: _Ref1155396]Table 56 SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 2OS, 4 MO
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Table 57 SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 2OS, 7 MO
[image: ]
Table 58 SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 4OS, 4 MO
[image: ]
Table 59 SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 4OS, 7 MO
[image: ]
Table 60 SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 7OS, 4 MO
[image: ]

Table 61 SCS 30 kHz, N1=4.5OS, N2=5.5OS, PUSCH = 7OS, 7 MO
[image: ]
Table 62 SCS 60 kHz, N1=9OS, N2=11OS, PUSCH = 2OS, 4 MO
[image: ]
Table 63 SCS 60 kHz, N1=9OS, N2=11OS, PUSCH = 2OS, 7 MO
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Table 64 SCS 60 kHz, N1=9OS, N2=11OS, PUSCH = 4OS, 4 MO
[image: ]
Table 65 SCS 60 kHz, N1=9OS, N2=11OS, PUSCH = 4OS, 7 MO
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Table 66 SCS 60 kHz, N1=9OS, N2=11OS, PUSCH = 7OS, 4 MO
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Table 67 SCS 60 kHz, N1=9OS, N2=11OS, PUSCH = 7OS, 7 MO
[image: ]

CG based uplink transmission – Reduced UE processing and reduced gNB processing
Table 68 SCS 30 kHz, N1=N2=4, PUSCH = 2OS, 4 MO
[image: ]
Table 69 SCS 30 kHz, N1=N2=4.5, PUSCH = 2OS, 7 MO
[image: ]
Table 70 SCS 30 kHz, N1=N2=2, PUSCH = 4OS, 4 MO
[image: ]
Table 71 SCS 30 kHz, N1=N2=2, PUSCH = 4OS, 7 MO
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Table 72 SCS 30 kHz, N1=N2=0, PUSCH = 7OS, 4 MO
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Table 73 SCS 30 kHz, N1=N2=0, PUSCH = 7OS, 7 MO
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Table 74 SCS 60 kHz, N1=N2=7, PUSCH = 7OS, 4 MO
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[bookmark: _Ref1155413]Table 75 SCS 60 kHz, N1=N2=7, PUSCH = 7OS, 7 MO
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Appendix 4 – Resource use tables for different MCS
Table 76 - Number of OFDM symbols for 32byte payload, different BW and SCS
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Table 77 - Number of OFDM symbols for 200byte payload, different BW and SCS
[image: ]
Appendix 5 – PDSCH processing times
Tables 6 and 7 specify the PDSCH processing time for the UE capability 1 and UE capability 2, respectively.
Table 78 - PDSCH processing time for PDSCH processing capability 1 [2]
	[image: ]
	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 
	dmrs-AdditionalPosition ≠ pos0 

	0
	8
	N1,0, 13 or 14 based on PDSCH DM-RS position

	1
	10
	13

	2
	17
	20

	3
	20
	24



Table 79 - PDSCH processing time for PDSCH processing capability 2 [2]
	[image: ]
	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 

	0
	3

	1
	4.5

	2
	9 for frequency range 1



Appendix 6 – Simulation assumptions for CSI feedback delay evaluation
Scenario: Transport Industry, Urban Macro deployment
	Parameters
	Value

	Layout
	Single layer - Macro layer: Road configuration in Figure 6.1.9-1 in 38.913 and BS placement as depicted in Figure A.1.3-1 in 36.885.

	Inter-BS distance
	500 m

	Carrier frequency
	4 GHz or 700 MHz

	Simulation bandwidth
	For 4 GHz, 40 MHz
For 700 MHz, 20 MHz

	SCS 
	30 kHz

	Channel model 
	UMa in TR 38.901

	Transmit power per TRP
	49 dBm 

	BS antenna height
	25 m

	BS antenna element gain + connector loss
	8 dBi

	BS receiver noise figure
	5 dB

	UE Tx power
	23 dBm

	UE antenna height
	3 m

	UE antenna gain
	3 dBi

	UE receiver noise figure
	9 dB

	UE distribution
	Urban A in 37.885
- Vehicle type distribution: 100% vehicle type 2.
- Vehicle speed is 60 km/h in all the lanes.

	Number of UEs per cell
	10

	UE power control
	Open-loop power control with P0 = -86 dBm, alpha = 0.9

	HARQ/repetition
	Adaptive HARQ retransmission

	Channel estimation
	Realistic

	BS receiver
	MMSE-IRC




image2.png
Configuration Parameters

gNB processing times

1st TX: N2/2+2 for SCS = 30 kHz; 2nd TX: N2+2
1st TX: N2/2+4 for SCS = 60 kHz; 2nd TX: N2+4

PDSCH durations

2,4and 7 0S.

UE Processing times

N1+d1_1,d1_1=1/0
10S overlap between PDCCH and PDSCH

7 MOs

PDCCH Monitoring occasions
4 MOs

0S #0, #2, #4, #6, #8, #10, #12
0S #0, #4, #8, #12

\Worst case latency calculation Results

gNB and UE proc time reduced
Rel 15 - baseline T_gNB =N1'/2+X
T_UE=N1'+d1_1
scs PDS(?H #PDCCHs 17X [ms}|2TX [ms] | 27X [ms] ) Dt_elta gNB | Delta gNB re-
duration | /slot initial TX [%] TX [%]
2 4 0.58 0.95
7 0.51 0.96
20 2 4 0.72 0.99
7 0.65 0.99
P 4 0.94 Not possible
7 0.86 Not possible
5 4 0.45 achieved with UE cap#2
7 0.42 achieved with UE cap#2
60 2 4 0.53 0.97 8
7 0.49 0.94 8.5
7 4 0.63 0.98 4.5
7 0.6 0.99 6





image3.png
Symbol # 0 9 9 11

1 5 6 7 8 9 10 1 12 13 0 1 2 3 4 5 6 7 8 9 1011 1213 0 1 2 3 7
SR occaion L B, B.E B BE BL.E BL.E B BLE Ll

PDCCH MO

e processng | St ] fT— _ e
T ® ® o ®
ENB processing - PUSCHprocesing | (8)

bink

Data available, Data sucessfully decoded





image4.png
Configuration Parameters

gNB processing times

PUSCH-to-PDCCH: N1+X, X=2/4 for 30/60 kHz SCS
Last PUSCH dec: N1/2+X, X=2/4 for 30/60 kHz SCS

PUSCH durations

2,4and 7 0S.

UE Processing times

N2
First PUSCH symbol contains only DMRS

7 MOs

PDCCH Monitoring occasions
4 MOs

0S #0, #2, #4, #6, #8, #10, #12
0S #0, #4, #8, #12

\Worst case latency calculation Results

Rel 15 - baseline

gNB and UE times reduced
T_gNB1 = N2'+X, T_gNB2 = N2'/2+x

T_UE=N2'
PUSCH |#PDCCH N2=N1 | Delta Nz |0/t ENB
scs - *1aTx (ms] 27X [ms] | 21X [ms1| "o e'ta M2 | initial TX
duration | /slot [#0S] [#0S] 1%
5 4
7
20 4 4 not possible
7
P 4 not possible
7 not possible
5 4 0.71 0.99 5
7 0.63 1 65
o R 4 0.78 0.95 4
7 0.71 0.99 5
7 4 0.9 0.91 15
7 0.83 0.88 25

Delta gNB
re-TX [%]





image5.png
Symbol #

1

9 11

i)
PDCCH MO

ERED)
™
|

10
™
|

-

UE processing

2 13 0 1 2 3 4 5 6 7 8
e
- -

e @ :
o8 processing e
b
® ‘ ®
costgrmert rocor s
Data available e

Data sucessfully decoded




image6.png
Configuration Parameters

gNB processing times

PUSCH-to-PDCCH: N2+X, X=2/4 for 30/60 kHz SCS
Last PUSCH dec: N2/2+X, X=2/4 for 30/60 kHz SCS

PUSCH durations

2,4and 7 0S.

UE Processing times

N2
First PUSCH symbol contains only DMRS

PDCCH Monitoring occasions (for re-TX)

7 MOs
4 MOs

0S #0, #2, #4, #6, #8, #10, #12
0S #0, #4, #8, #12

Worst case latency calculation Results

gNB and UE times reduced
Rel 15 - baseline T_gNB1=N2'+X, T_gNB2 = N2'/2+x
T_UE=N2'
MOs / Delta gNB
PUSCH |TO pattern 1st| 1TX [ms] | 2TX [ms] N2=N1 | Delta N2 Delta gNB
N durati ™ slot for s oal " 2TX [ms] #0s] 1#0s] al TX X [%]
uration 2nd TX gran 1% re:
2 0,2,4,6,8,10,12 4 0-57) 0:96 4
7 0.37 0.94 4.5
20 2 04,12 4 0.58 0.96 2
7 0.58 0.96 2
P 07 4 0.72 Not poss!ble
7 0.72 Not possible
5 0,2,4,6,810,12 4 0.31 0.88 achieved with UE cap#2
7 0.31 0.81 achieved with UE cap#2
60 4 0412 4 0.42 0.99 ach!eved w!th UE cap#2
7 0.42 0.96 achieved with UE cap#2
7 07 4 0.49 0.9 5
7 0.49 0.94 7





image7.png
Modulatio | Target code | Target
e e [1024] - Spectral BLER - SINR
@ R Rate efficiency

1.00E-01|1.00E-02|1.00E-03 | 1.00E-04|1.00E-05

78 0.076 0.152 -7.6 -7.15 -6.78 -6.47 -6.16

0 2 120 0.11719 | 0.2344 -5.68 -5.22 -4.86 -4.55 -4.27
1 2 157 0.15332 | 0.3066 -4.64 -4.22 -3.87 -3.56 | -3.087
2 2 193 0.18848 | 0.377 -3.58 -3.08 -2.71 -2.4 -2.16
3 2 251 0.24512 | 0.4902 -2.34 -1.83 -1.45 -1.14 -0.81
4 2 308 0.30078 | 0.6016 -1.33 -0.84 -0.42 | -0.067 | 0.185





image8.png
tst transmission 2nd transmission

et pvoage | oo
scs|antcon swr em| ais e wes reducton a7
o | BLER (6101 R g | (5ir.q [Fegurea| spRBs | OIS

o





image9.wmf
m


image10.wmf
m


oleObject1.bin

image11.emf
z

1

Downlink

Uplink

Time

DCI

HARQ-ACK

N

1

PDSCH

DCI indicate 

PDSCH 

resource

Timeline for 

(re)transmission 

without A-CSI

A-CSI

Timeline for 

(re)transmission 

with A-CSI/HARQ

Case 1: until gNB receives HARQ, gNB transmit 

(re)transmission and does not wait A-CSI

Case 2: until gNB receives CSI and HARQ, gNB 

transmit (re)transmission


image12.png
—eligs e T T T T T
B T
bty v I R A v

T e ey o8] T

DX Vi s o bty
Tl BT BRI BT W B L T e m Er W

T ey o8] £

s case laeney Feos] T





image13.png
—eligs ML . T L
B T BB e mi e Fra—
bty e v A S oo ce

T e ey o8] e

DX Vi s o by
B e -

T ey o8] £

s case laeney Feos] i





image14.png
—eligs ML e T e T T T ST
B R e 2 [T
pt iyt I R b o G e on o

T e ey o8]

DX Vi s o
B AT e W R T T

T ey o8]

s case laeney Feos]





image15.png
—eligs e T T T T T T
B R Dimimr e ne =
bty B aw o G an on o s =

T e ey o8] e

DX Vi s o by
B T Te w T EEr T

T ey o8] £

s case laeney Feos] T





image16.png
—eligs ML e e T T T S T ST
B T I T T
bty o Pn ws bs o in am bw o o

T e ey o8] S

DX Vi s o by
T el ST Wl w1 wr D Al e PR TR

T ey o8]

s case laeney Feos]





image17.png
—eligs ML T T e T R S
B R I T e T
o I in e s o e an  w  on  ce

T e ey o8] S

DX Vi s o by
B T T

T ey o8] £

s case laeney Feos]





image18.png
—eligs T T T T T e T =TT
BT R B me B« B B Bs T Ee E B E
¢ty R Pa e dw o ou

T ey o] S

DXV c s ) v
T bten oS Sy R N T TR

T ey o e





image19.png
—eligs T e T T T e T R
BT Ty Era B EeE RGBS
¢ty vy el Pa e dw  ow o

T ey o] S

DXV c s ) h
T e oS Sy I I T

T ey o e

s case latoncy Feosi) o





image20.png
—eligs T e T T T e T R
B I e T
] e oo b s ow oo us  bu  ow e as  bu om o

T e ey o8] S

DX Vi s o s}

B I T I T R ¥ R

T ey o8] o

s case laeney Feos] .





image21.png
—eligs T e T T T e T T R
T bW T4 Wi Bi B Be i Bi B B4 Ri Ba e B R
] e oo b s os  ou 46 du o e as  bu  oe cu

T e ey o8] S

DX Vi s o hiy
T e bS] e

T ey o8] e

s case laeney Feos] T





image22.png
—eligs T e T T T e T T R
T T R T T
] G e e n  on o ub o om on  am  bu o cu

T e ey o8] =

DX Vi s o by}

B I I I FER TR T

T ey o8] m.

s case laeney Feos] T





image23.png
—eligs T e T T T e T T R
T I T R T T
P ooyt I e VR v S SV S v S e S T S
T e ey o8] e
DX Vi s o by}
B I T I I e T B T T T T
T ey o8] i
s case laeney Feos] .





image24.png
BIb S T T T e T =TT
17X Latency | Troms ®r s R my Br a1 7 mr mr o
¢ty A fa om au Sa e on o

T ey o] =

DXV c s ) b
T e WS IR BT EmT ET W BT BT

T ey o S





image25.png
—eligs e T e T T T e T T R
BT Tom a3 be smam e ew uw =
¢ty pr e e ] i

T ey o]

DXV c s )

R TE wE EW BE BE W

T ey o





image26.png
—eligs T T T T T e T T R
BT I B e w B m n m w a m B
¢ty PP v S S P S v v S S R W S

T ey o] =

DXV c s ) b
T e ST W W W7 S W R BT T

T ey o 57

s case latoncy Feosi) o





image27.png
—eligs e T T T e T T R
B R T S Em B Bt
o I v Yo ok e ow  am
T ey o]
DXV c s )
T e WS T T FITYy

T ey o





image28.png
—eligs T T T T e T T R S
T S B R T
hlml| % o @ e ow cw e du o6 e ou  ow  on oo

T e ey o8] =

DX Vi s o b}

T e TR R W BT W R R W@ R

T ey o8] 7

s case laeney Feos] m





image29.png
—eligs T T T T e T T R
Thwmmabell mr B % % B B B B mr e mr
htmeol| % o 0n  om  om ow e du o6 e au  ow  on o

T e ey o8] =





image30.png
—eligs S e T T T e T T R
B S EC me m B B e B Bi B ad
P ooyt I Bh dw o e de ow om  aw i ow o
T ey o] S
DXV c s ) o
T ten oS SRy T [T
T ey o o
s case latoncy Feosi) -





image31.png
BIb AL T T e ST S
B Behi as ms ms ms ms  ms ms as as
P ooyt e Eye e S v e S v e S v v
T ey o] S
DXV c s ) b
B T R R TR TR T
T ey o e
s case latoncy Feosi) ot





image32.png
BIb ML e T e T S T ST
T Dol s B3 s me ms ms w3 TR R R
o I v R R R

T ey o] S

DXV c s ) v
B T I T I T R TR T T

T ey o o

s case latoncy Feosi) o





image33.png
—eligs e T e 1
B B T Ex
P ooyt I B e Bi am om o am cu

T ey o]

DXV c s )
T ten oS SRy D B N TR

T ey o





image34.png
T e o
ey

T ey 03]

s o Ly Fe0s]





image35.png
T e o
ey

T ey 03]

s o Ly Fe0s]





image36.png
Saltrgs w ac [ ow ss ] % 2 0 lesew ¢ ] we 4 ]
N EER £ S
i Lont ET 101 e i
kv e oty o
B == o wEmE wm wE EEEH

ey

T ey 03]
s o Ly Fe0s]





image37.png
T e o

ey
T ey 03]
s o Ly Fe0s] s





image38.png
N Ea £
i Cont i) i
kv e oty o b
T e o CEa =
ey i
T ey 03] o
s o Ly Fe0s] s





image39.png
Saltrgs 2 [ oses o Jewew 7 ] ows 7
N R e eE
i Lont 2w s e e e Y o
kv e oty o o
T Lo T W wE wr @p ar BE w5 wE wn E 5D a
gt w Ok 9E e Gn hw hw im va o
T ey 03] G
s o Ly Fe0s] e





image40.png
T e o
ey

i

T ey 03]

s o Ly Fe0s]





image41.png
i

T e o

ey
T ey 03]
s o Ly Fe0s] a1





image42.png
T e o
ey

T ey 03]

s o Ly Fe0s]





image43.png
sresnzayy

T e o

ey
T ey 03] B
s o Ly Fe0s]





image44.png
T e o
ey

T ey 03]

s o Ly Fe0s]





image45.png
A

T e o

ey
T ey 03]
s o Ly Fe0s]





image46.png
N B e IR R
i | v 0w om ok i 0w ok o  aw o
kv e ety
T brena oo S B —ms e = En e

T ey 0





image47.png
T B e [ S S S

n | S 0B 0% 08 oM o e om oM o3 om  o% o8 od
kv e ety I

T bt | = v = 3 ® ¥ = v = T 3
T ey 0 o
e cas latncy Feosi] =





image48.png
BT B rw s W w B
-t s o on  eu ap os o wu  wm  om
T s 03] o
bt e ey .
B S S I S s
iyl 0 4 i an i um 0@ om om  om  om





image49.png
T B e T 7

i el| G4 oo e on  ou w9 'ow e 'ow a5 on i
kv e ety v

T bt | 5% =w B TT wn B EE
T ey 0 o .
e cas latncy Feosi] i





image50.png
T e o
ey

T ey 03]

s o Ly Fe0s]





image51.png
T R e B e B S S S S

n | o om 0% oM o oM oM om oM o3 om  o%  on of
kv e ety in

T bt | v » ® ®x » = = = 5 % T 8
T s 0] . - Ea
e cas latancy Feosi] s





image52.png
EACEETT I B e S s e

| o 04 0B o o sk s i oa ou
kv e ety B

T b W mr m W B s m FERN R T
T ey 0 e
e cas latncy Feosi] i





image53.png
e o e

n | 08 o 08 o8 om om s o o ap  om  os ok o
kv e ety v

T benaros R ERE I
T ey 0 &
e cas latncy Feosi] s





image54.png
L T N R T a2 5

B I I R R v I R S cu
kv e ety B

T bt | s W mmw =
T ey 0 =
e cas latncy Feosi] i





image55.png
ENEETTT s T W

P e A T i om i i
kv e ety

B e == 7

T ey 0





image56.png
Ty o R s S

P I I I G ek s 0w i
kv e ety

T bt | T ms wE e EE R
T s 0]
e cas latancy Feosi]





image57.emf
Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  2,75 3,75 4,75 5,75 6,75 7,75 8,75 9,75 10,75 11,75 12,75 13,75 14,75 15,75

Selected PUSCH start 4 4 6 6 8 8 10 10 12 12 14 14 16 16

gNB PUSCH processing finished  12,5 12,5 14,5 14,5 16,5 16,5 18,5 18,5 20,5 20,5 22,5 22,5 24,5 24,5

PDCCH start 14 14 18 18 18 18 22 22 22 22 26 26 26 26

UE PDCCH processing finished 20,5 20,5 24,5 24,5 24,5 24,5 28,5 28,5 28,5 28,5 32,5 32,5 32,5 32,5

Selected PUSCH start 22 22 26 26 26 26 32 32 32 32 36 36 36 36

gNB PUSCH processing finished  28,25 28,25 32,25 32,25 32,25 32,25 38,25 38,25 38,25 38,25 42,25 42,25 42,25 42,25

1 TX - Latency [#OS] 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25

1 TX - Latency [ms]

0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 28,25 27,25 30,25 29,25 28,25 27,25 32,25 31,25 30,25 29,25 32,25 31,25 30,25 29,25

Latency [ms]

1,01 0,97 1,08 1,04 1,01 0,97 1,15 1,12 1,08 1,04 1,15 1,12 1,08 1,04

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

32,25

1,15

10,25

0,37


image58.emf
Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  2,75 3,75 4,75 5,75 6,75 7,75 8,75 9,75 10,75 11,75 12,75 13,75 14,75 15,75

Selected PUSCH start 4 4 6 6 8 8 10 10 12 12 14 14 16 16

gNB PUSCH processing finished  12,5 12,5 14,5 14,5 16,5 16,5 18,5 18,5 20,5 20,5 22,5 22,5 24,5 24,5

PDCCH start 14 14 16 16 18 18 20 20 22 22 24 24 26 26

UE PDCCH processing finished 20,5 20,5 22,5 22,5 24,5 24,5 26,5 26,5 28,5 28,5 30,5 30,5 32,5 32,5

Selected PUSCH start 22 22 24 24 26 26 28 28 30 30 32 32 34 34

gNB PUSCH processing finished  28,25 28,25 30,25 30,25 32,25 32,25 34,25 34,25 36,25 36,25 38,25 38,25 40,25 40,25

1 TX - Latency [#OS] 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25

1 TX - Latency [ms]

0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 28,25 27,25 28,25 27,25 28,25 27,25 28,25 27,25 28,25 27,25 28,25 27,25 28,25 27,25

Latency [ms]

1,01 0,97 1,01 0,97 1,01 0,97 1,01 0,97 1,01 0,97 1,01 0,97 1,01 0,97

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

28,25

1,01

10,25

0,37


image59.emf
Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  2,75 3,75 4,75 5,75 6,75 7,75 8,75 9,75 10,75 11,75 12,75 13,75 14,75 15,75

Selected PUSCH start 4 4 8 8 8 8 14 14 14 14 14 14 18 18

gNB PUSCH processing finished  14,5 14,5 18,5 18,5 18,5 18,5 24,5 24,5 24,5 24,5 24,5 24,5 28,5 28,5

PDCCH start 18 18 22 22 22 22 26 26 26 26 26 26 32 32

UE PDCCH processing finished 24,5 24,5 28,5 28,5 28,5 28,5 32,5 32,5 32,5 32,5 32,5 32,5 38,5 38,5

Selected PUSCH start 28 28 32 32 32 32 36 36 36 36 36 36 42 42

gNB PUSCH processing finished  36,25 36,25 40,25 40,25 40,25 40,25 44,25 44,25 44,25 44,25 44,25 44,25 50,25 50,25

1 TX - Latency [#OS] 12,25 11,25 14,25 13,25 12,25 11,25 16,25 15,25 14,25 13,25 12,25 11,25 14,25 13,25

1 TX - Latency [ms]

0,44 0,40 0,51 0,47 0,44 0,40 0,58 0,54 0,51 0,47 0,44 0,40 0,51 0,47

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 36,25 35,25 38,25 37,25 36,25 35,25 38,25 37,25 36,25 35,25 34,25 33,25 38,25 37,25

Latency [ms]

1,29 1,26 1,37 1,33 1,29 1,26 1,37 1,33 1,29 1,26 1,22 1,19 1,37 1,33

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

38,25

1,37

16,25

0,58


image60.emf
Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  2,75 3,75 4,75 5,75 6,75 7,75 8,75 9,75 10,75 11,75 12,75 13,75 14,75 15,75

Selected PUSCH start 4 4 8 8 8 8 14 14 14 14 14 14 18 18

gNB PUSCH processing finished  14,5 14,5 18,5 18,5 18,5 18,5 24,5 24,5 24,5 24,5 24,5 24,5 28,5 28,5

PDCCH start 16 16 20 20 20 20 26 26 26 26 26 26 30 30

UE PDCCH processing finished 22,5 22,5 26,5 26,5 26,5 26,5 32,5 32,5 32,5 32,5 32,5 32,5 36,5 36,5

Selected PUSCH start 24 24 28 28 28 28 34 34 34 34 34 34 38 38

gNB PUSCH processing finished  32,25 32,25 36,25 36,25 36,25 36,25 42,25 42,25 42,25 42,25 42,25 42,25 46,25 46,25

1 TX - Latency [#OS] 12,25 11,25 14,25 13,25 12,25 11,25 16,25 15,25 14,25 13,25 12,25 11,25 14,25 13,25

1 TX - Latency [ms]

0,44 0,40 0,51 0,47 0,44 0,40 0,58 0,54 0,51 0,47 0,44 0,40 0,51 0,47

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 32,25 31,25 34,25 33,25 32,25 31,25 36,25 35,25 34,25 33,25 32,25 31,25 34,25 33,25

Latency [ms]

1,15 1,12 1,22 1,19 1,15 1,12 1,29 1,26 1,22 1,19 1,15 1,12 1,22 1,19

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

36,25

1,29

16,25

0,58


image61.emf
Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  2,75 3,75 4,75 5,75 6,75 7,75 8,75 9,75 10,75 11,75 12,75 13,75 14,75 15,75

Selected PUSCH start 7 7 7 7 7 14 14 14 14 14 14 14 21 21

gNB PUSCH processing finished  20,5 20,5 20,5 20,5 20,5 27,5 27,5 27,5 27,5 27,5 27,5 27,5 34,5 34,5

PDCCH start 22 22 22 22 22 28 28 28 28 28 28 28 36 36

UE PDCCH processing finished 28,5 28,5 28,5 28,5 28,5 34,5 34,5 34,5 34,5 34,5 34,5 34,5 42,5 42,5

Selected PUSCH start 32 32 32 32 32 42 42 42 42 42 42 42 46 46

gNB PUSCH processing finished  43,25 43,25 43,25 43,25 43,25 53,25 53,25 53,25 53,25 53,25 53,25 53,25 57,25 57,25

1 TX - Latency [#OS] 18,25 17,25 16,25 15,25 14,25 20,25 19,25 18,25 17,25 16,25 15,25 14,25 20,25 19,25

1 TX - Latency [ms]

0,65 0,62 0,58 0,54 0,51 0,72 0,69 0,65 0,62 0,58 0,54 0,51 0,72 0,69

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 43,25 42,25 41,25 40,25 39,25 48,25 47,25 46,25 45,25 44,25 43,25 42,25 45,25 44,25

Latency [ms]

1,54 1,51 1,47 1,44 1,40 1,72 1,69 1,65 1,62 1,58 1,54 1,51 1,62 1,58

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

48,25

1,72

20,25

0,72


image62.emf
Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  2,75 3,75 4,75 5,75 6,75 7,75 8,75 9,75 10,75 11,75 12,75 13,75 14,75 15,75

Selected PUSCH start 7 7 7 7 7 14 14 14 14 14 14 14 21 21

gNB PUSCH processing finished  20,5 20,5 20,5 20,5 20,5 27,5 27,5 27,5 27,5 27,5 27,5 27,5 34,5 34,5

PDCCH start 22 22 22 22 22 28 28 28 28 28 28 28 36 36

UE PDCCH processing finished 28,5 28,5 28,5 28,5 28,5 34,5 34,5 34,5 34,5 34,5 34,5 34,5 42,5 42,5

Selected PUSCH start 30 30 30 30 30 42 42 42 42 42 42 42 44 44

gNB PUSCH processing finished  41,25 41,25 41,25 41,25 41,25 53,25 53,25 53,25 53,25 53,25 53,25 53,25 55,25 55,25

1 TX - Latency [#OS] 18,25 17,25 16,25 15,25 14,25 20,25 19,25 18,25 17,25 16,25 15,25 14,25 20,25 19,25

1 TX - Latency [ms]

0,65 0,62 0,58 0,54 0,51 0,72 0,69 0,65 0,62 0,58 0,54 0,51 0,72 0,69

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 41,25 40,25 39,25 38,25 37,25 48,25 47,25 46,25 45,25 44,25 43,25 42,25 43,25 42,25

Latency [ms]

1,47 1,44 1,40 1,37 1,33 1,72 1,69 1,65 1,62 1,58 1,54 1,51 1,54 1,51

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

48,25

1,72

20,25

0,72


image63.emf
Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  5,5 6,5 7,5 8,5 9,5 10,5 11,5 12,5 13,5 14,5 15,5 16,5 17,5 18,5

Selected PUSCH start 6 8 8 10 10 12 12 14 14 16 16 18 18 20

gNB PUSCH processing finished  21 23 23 25 25 27 27 29 29 31 31 33 33 35

PDCCH start 22 26 26 26 26 28 28 32 32 32 32 36 36 36

UE PDCCH processing finished 34 38 38 38 38 40 40 44 44 44 44 48 48 48

Selected PUSCH start 36 40 40 40 40 40 40 46 46 46 46 50 50 50

gNB PUSCH processing finished  46,5 50,5 50,5 50,5 50,5 50,5 50,5 56,5 56,5 56,5 56,5 60,5 60,5 60,5

1 TX - Latency [#OS] 16,5 17,5 16,5 17,5 16,5 17,5 16,5 17,5 16,5 17,5 16,5 17,5 16,5 17,5

1 TX - Latency [ms]

0,29 0,31 0,29 0,31 0,29 0,31 0,29 0,31 0,29 0,31 0,29 0,31 0,29 0,31

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 46,5 49,5 48,5 47,5 46,5 45,5 44,5 49,5 48,5 47,5 46,5 49,5 48,5 47,5

Latency [ms]

0,83 0,88 0,87 0,85 0,83 0,81 0,79 0,88 0,87 0,85 0,83 0,88 0,87 0,85

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

49,5

0,88

17,5

0,31
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  5,5 6,5 7,5 8,5 9,5 10,5 11,5 12,5 13,5 14,5 15,5 16,5 17,5 18,5

Selected PUSCH start 6 8 8 10 10 12 12 14 14 16 16 18 18 20

gNB PUSCH processing finished  21 23 23 25 25 27 27 29 29 31 31 33 33 35

PDCCH start 22 24 24 26 26 28 28 30 30 32 32 34 34 36

UE PDCCH processing finished 34 36 36 38 38 40 40 42 42 44 44 46 46 48

Selected PUSCH start 34 36 36 38 38 40 40 42 42 44 44 46 46 48

gNB PUSCH processing finished  44,5 46,5 46,5 48,5 48,5 50,5 50,5 52,5 52,5 54,5 54,5 56,5 56,5 58,5

1 TX - Latency [#OS] 16,5 17,5 16,5 17,5 16,5 17,5 16,5 17,5 16,5 17,5 16,5 17,5 16,5 17,5

1 TX - Latency [ms]

0,29 0,31 0,29 0,31 0,29 0,31 0,29 0,31 0,29 0,31 0,29 0,31 0,29 0,31

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 44,5 45,5 44,5 45,5 44,5 45,5 44,5 45,5 44,5 45,5 44,5 45,5 44,5 45,5

Latency [ms]

0,79 0,81 0,79 0,81 0,79 0,81 0,79 0,81 0,79 0,81 0,79 0,81 0,79 0,81

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

45,5

0,81

17,5

0,31
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  5,5 6,5 7,5 8,5 9,5 10,5 11,5 12,5 13,5 14,5 15,5 16,5 17,5 18,5

Selected PUSCH start 8 8 8 14 14 14 14 14 14 18 18 18 18 22

gNB PUSCH processing finished  25 25 25 31 31 31 31 31 31 35 35 35 35 39

PDCCH start 26 26 26 32 32 32 32 32 32 36 36 36 36 40

UE PDCCH processing finished 38 38 38 44 44 44 44 44 44 48 48 48 48 52

Selected PUSCH start 42 42 42 46 46 46 46 46 46 50 50 50 50 56

gNB PUSCH processing finished  54,5 54,5 54,5 58,5 58,5 58,5 58,5 58,5 58,5 62,5 62,5 62,5 62,5 68,5

1 TX - Latency [#OS] 20,5 19,5 18,5 23,5 22,5 21,5 20,5 19,5 18,5 21,5 20,5 19,5 18,5 21,5

1 TX - Latency [ms]

0,37 0,35 0,33 0,42 0,40 0,38 0,37 0,35 0,33 0,38 0,37 0,35 0,33 0,38

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 54,5 53,5 52,5 55,5 54,5 53,5 52,5 51,5 50,5 53,5 52,5 51,5 50,5 55,5

Latency [ms]

0,97 0,96 0,94 0,99 0,97 0,96 0,94 0,92 0,90 0,96 0,94 0,92 0,90 0,99

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

55,5

0,99

23,5

0,42
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  5,5 6,5 7,5 8,5 9,5 10,5 11,5 12,5 13,5 14,5 15,5 16,5 17,5 18,5

Selected PUSCH start 8 8 8 14 14 14 14 14 14 18 18 18 18 22

gNB PUSCH processing finished  25 25 25 31 31 31 31 31 31 35 35 35 35 39

PDCCH start 26 26 26 32 32 32 32 32 32 36 36 36 36 40

UE PDCCH processing finished 38 38 38 44 44 44 44 44 44 48 48 48 48 52

Selected PUSCH start 38 38 38 44 44 44 44 44 44 48 48 48 48 52

gNB PUSCH processing finished  50,5 50,5 50,5 56,5 56,5 56,5 56,5 56,5 56,5 60,5 60,5 60,5 60,5 64,5

1 TX - Latency [#OS] 20,5 19,5 18,5 23,5 22,5 21,5 20,5 19,5 18,5 21,5 20,5 19,5 18,5 21,5

1 TX - Latency [ms]

0,37 0,35 0,33 0,42 0,40 0,38 0,37 0,35 0,33 0,38 0,37 0,35 0,33 0,38

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 50,5 49,5 48,5 53,5 52,5 51,5 50,5 49,5 48,5 51,5 50,5 49,5 48,5 51,5

Latency [ms]

0,90 0,88 0,87 0,96 0,94 0,92 0,90 0,88 0,87 0,92 0,90 0,88 0,87 0,92

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

53,5

0,96

23,5

0,42
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  5,5 6,5 7,5 8,5 9,5 10,5 11,5 12,5 13,5 14,5 15,5 16,5 17,5 18,5

Selected PUSCH start 7 7 14 14 14 14 14 14 14 21 21 21 21 21

gNB PUSCH processing finished  27 27 34 34 34 34 34 34 34 41 41 41 41 41

PDCCH start 28 28 36 36 36 36 36 36 36 42 42 42 42 42

UE PDCCH processing finished 40 40 48 48 48 48 48 48 48 54 54 54 54 54

Selected PUSCH start 42 42 56 56 56 56 56 56 56 56 56 56 56 56

gNB PUSCH processing finished  57,5 57,5 71,5 71,5 71,5 71,5 71,5 71,5 71,5 71,5 71,5 71,5 71,5 71,5

1 TX - Latency [#OS] 22,5 21,5 27,5 26,5 25,5 24,5 23,5 22,5 21,5 27,5 26,5 25,5 24,5 23,5

1 TX - Latency [ms]

0,40 0,38 0,49 0,47 0,46 0,44 0,42 0,40 0,38 0,49 0,47 0,46 0,44 0,42

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 57,5 56,5 69,5 68,5 67,5 66,5 65,5 64,5 63,5 62,5 61,5 60,5 59,5 58,5

Latency [ms]

1,03 1,01 1,24 1,22 1,21 1,19 1,17 1,15 1,13 1,12 1,10 1,08 1,06 1,04

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

69,5

1,24

27,5

0,49
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  5,5 6,5 7,5 8,5 9,5 10,5 11,5 12,5 13,5 14,5 15,5 16,5 17,5 18,5

Selected PUSCH start 7 7 14 14 14 14 14 14 14 21 21 21 21 21

gNB PUSCH processing finished  27 27 34 34 34 34 34 34 34 41 41 41 41 41

PDCCH start 28 28 34 34 34 34 34 34 34 42 42 42 42 42

UE PDCCH processing finished 40 40 46 46 46 46 46 46 46 54 54 54 54 54

Selected PUSCH start 42 42 46 46 46 46 46 46 46 56 56 56 56 56

gNB PUSCH processing finished  57,5 57,5 61,5 61,5 61,5 61,5 61,5 61,5 61,5 71,5 71,5 71,5 71,5 71,5

1 TX - Latency [#OS] 22,5 21,5 27,5 26,5 25,5 24,5 23,5 22,5 21,5 27,5 26,5 25,5 24,5 23,5

1 TX - Latency [ms]

0,40 0,38 0,49 0,47 0,46 0,44 0,42 0,40 0,38 0,49 0,47 0,46 0,44 0,42

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 57,5 56,5 59,5 58,5 57,5 56,5 55,5 54,5 53,5 62,5 61,5 60,5 59,5 58,5

Latency [ms]

1,03 1,01 1,06 1,04 1,03 1,01 0,99 0,97 0,96 1,12 1,10 1,08 1,06 1,04

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

62,5

1,12

27,5

0,49
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  2 3 4 5 6 7 8 9 10 11 12 13 14 15

Selected PUSCH start 2 4 4 6 6 8 8 10 10 12 12 14 14 16

gNB PUSCH processing finished  10 12 12 14 14 16 16 18 18 20 20 22 22 24

PDCCH start 12 12 12 14 14 18 18 18 18 22 22 22 22 26

UE PDCCH processing finished 17 17 17 19 19 23 23 23 23 27 27 27 27 31

Selected PUSCH start 18 18 18 22 22 26 26 26 26 28 28 28 28 32

gNB PUSCH processing finished  24 24 24 28 28 32 32 32 32 34 34 34 34 38

1 TX - Latency [#OS] 8 9 8 9 8 9 8 9 8 9 8 9 8 9

1 TX - Latency [ms]

0,29 0,32 0,29 0,32 0,29 0,32 0,29 0,32 0,29 0,32 0,29 0,32 0,29 0,32

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 24 23 22 25 24 27 26 25 24 25 24 23 22 25

Latency [ms]

0,86 0,82 0,79 0,89 0,86 0,96 0,93 0,89 0,86 0,89 0,86 0,82 0,79 0,89

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

27

0,96

9

0,32


image70.emf
Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  2,25 3,25 4,25 5,25 6,25 7,25 8,25 9,25 10,25 11,25 12,25 13,25 14,25 15,25

Selected PUSCH start 4 4 6 6 8 8 10 10 12 12 14 14 16 16

gNB PUSCH processing finished  12,5 12,5 14,5 14,5 16,5 16,5 18,5 18,5 20,5 20,5 22,5 22,5 24,5 24,5

PDCCH start 14 14 16 16 18 18 20 20 22 22 24 24 26 26

UE PDCCH processing finished 19,5 19,5 21,5 21,5 23,5 23,5 25,5 25,5 27,5 27,5 29,5 29,5 31,5 31,5

Selected PUSCH start 20 20 22 22 24 24 26 26 28 28 30 30 32 32

gNB PUSCH processing finished  26,25 26,25 28,25 28,25 30,25 30,25 32,25 32,25 34,25 34,25 36,25 36,25 38,25 38,25

1 TX - Latency [#OS] 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25 10,25 9,25

1 TX - Latency [ms]

0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33 0,37 0,33

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 26,25 25,25 26,25 25,25 26,25 25,25 26,25 25,25 26,25 25,25 26,25 25,25 26,25 25,25

Latency [ms]

0,94 0,90 0,94 0,90 0,94 0,90 0,94 0,90 0,94 0,90 0,94 0,90 0,94 0,90

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

26,25

0,94

10,25

0,37
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  1 2 3 4 5 6 7 8 9 10 11 12 13 14

Selected PUSCH start 4 4 4 4 8 8 8 8 14 14 14 14 14 14

gNB PUSCH processing finished  12 12 12 12 16 16 16 16 22 22 22 22 22 22

PDCCH start 12 12 12 12 18 18 18 18 22 22 22 22 22 22

UE PDCCH processing finished 15 15 15 15 21 21 21 21 25 25 25 25 25 25

Selected PUSCH start 18 18 18 18 22 22 22 22 28 28 28 28 28 28

gNB PUSCH processing finished  25 25 25 25 29 29 29 29 35 35 35 35 35 35

1 TX - Latency [#OS] 11 10 9 8 11 10 9 8 13 12 11 10 9 8

1 TX - Latency [ms]

0,39 0,36 0,32 0,29 0,39 0,36 0,32 0,29 0,46 0,43 0,39 0,36 0,32 0,29

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 25 24 23 22 25 24 23 22 27 26 25 24 23 22

Latency [ms]

0,89 0,86 0,82 0,79 0,89 0,86 0,82 0,79 0,96 0,93 0,89 0,86 0,82 0,79

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

27

0,96

13

0,46
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  1 2 3 4 5 6 7 8 9 10 11 12 13 14

Selected PUSCH start 4 4 4 4 8 8 8 8 14 14 14 14 14 14

gNB PUSCH processing finished  12 12 12 12 16 16 16 16 22 22 22 22 22 22

PDCCH start 12 12 12 12 16 16 16 16 22 22 22 22 22 22

UE PDCCH processing finished 15 15 15 15 19 19 19 19 25 25 25 25 25 25

Selected PUSCH start 16 16 16 16 20 20 20 20 28 28 28 28 28 28

gNB PUSCH processing finished  23 23 23 23 27 27 27 27 35 35 35 35 35 35

1 TX - Latency [#OS] 11 10 9 8 11 10 9 8 13 12 11 10 9 8

1 TX - Latency [ms]

0,39 0,36 0,32 0,29 0,39 0,36 0,32 0,29 0,46 0,43 0,39 0,36 0,32 0,29

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 23 22 21 20 23 22 21 20 27 26 25 24 23 22

Latency [ms]

0,82 0,79 0,75 0,71 0,82 0,79 0,75 0,71 0,96 0,93 0,89 0,86 0,82 0,79

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

27

0,96

13

0,46
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  0 1 2 3 4 5 6 7 8 9 10 11 12 13

Selected PUSCH start 0 7 7 7 7 7 7 7 14 14 14 14 14 14

gNB PUSCH processing finished  9 16 16 16 16 16 16 16 23 23 23 23 23 23

PDCCH start 12 18 18 18 18 18 18 18 26 26 26 26 26 26

UE PDCCH processing finished 13 19 19 19 19 19 19 19 27 27 27 27 27 27

Selected PUSCH start 14 28 28 28 28 28 28 28 28 28 28 28 28 28

gNB PUSCH processing finished  23 37 37 37 37 37 37 37 37 37 37 37 37 37

1 TX - Latency [#OS] 9 15 14 13 12 11 10 9 15 14 13 12 11 10

1 TX - Latency [ms]

0,32 0,54 0,50 0,46 0,43 0,39 0,36 0,32 0,54 0,50 0,46 0,43 0,39 0,36

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 23 36 35 34 33 32 31 30 29 28 27 26 25 24

Latency [ms]

0,82 1,29 1,25 1,21 1,18 1,14 1,11 1,07 1,04 1,00 0,96 0,93 0,89 0,86

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

36

1,29

15

0,54
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  0 1 2 3 4 5 6 7 8 9 10 11 12 13

Selected PUSCH start 0 7 7 7 7 7 7 7 14 14 14 14 14 14

gNB PUSCH processing finished  9 16 16 16 16 16 16 16 23 23 23 23 23 23

PDCCH start 10 16 16 16 16 16 16 16 24 24 24 24 24 24

UE PDCCH processing finished 11 17 17 17 17 17 17 17 25 25 25 25 25 25

Selected PUSCH start 14 18 18 18 18 18 18 18 28 28 28 28 28 28

gNB PUSCH processing finished  23 27 27 27 27 27 27 27 37 37 37 37 37 37

1 TX - Latency [#OS] 9 15 14 13 12 11 10 9 15 14 13 12 11 10

1 TX - Latency [ms]

0,32 0,54 0,50 0,46 0,43 0,39 0,36 0,32 0,54 0,50 0,46 0,43 0,39 0,36

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 23 26 25 24 23 22 21 20 29 28 27 26 25 24

Latency [ms]

0,82 0,93 0,89 0,86 0,82 0,79 0,75 0,71 1,04 1,00 0,96 0,93 0,89 0,86

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

29

1,04

15

0,54
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  2,5 3,5 4,5 5,5 6,5 7,5 8,5 9,5 10,5 11,5 12,5 13,5 14,5 15,5

Selected PUSCH start 7 7 7 7 7 14 14 14 14 14 14 14 21 21

gNB PUSCH processing finished  23 23 23 23 23 30 30 30 30 30 30 30 37 37

PDCCH start 26 26 26 26 26 32 32 32 32 32 32 32 40 40

UE PDCCH processing finished 32 32 32 32 32 38 38 38 38 38 38 38 46 46

Selected PUSCH start 32 32 32 32 32 42 42 42 42 42 42 42 46 46

gNB PUSCH processing finished  45,5 45,5 45,5 45,5 45,5 55,5 55,5 55,5 55,5 55,5 55,5 55,5 59,5 59,5

1 TX - Latency [#OS] 20,5 19,5 18,5 17,5 16,5 22,5 21,5 20,5 19,5 18,5 17,5 16,5 22,5 21,5

1 TX - Latency [ms]

0,37 0,35 0,33 0,31 0,29 0,40 0,38 0,37 0,35 0,33 0,31 0,29 0,40 0,38

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 45,5 44,5 43,5 42,5 41,5 50,5 49,5 48,5 47,5 46,5 45,5 44,5 47,5 46,5

Latency [ms]

0,81 0,79 0,78 0,76 0,74 0,90 0,88 0,87 0,85 0,83 0,81 0,79 0,85 0,83

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

50,5

0,90

22,5

0,40
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Start OS 0 1 2 3 4 5 6 7 8 9 10 11 12 13

UE processing finished  3,5 4,5 5,5 6,5 7,5 8,5 9,5 10,5 11,5 12,5 13,5 14,5 15,5 16,5

Selected PUSCH start 7 7 7 7 14 14 14 14 14 14 14 21 21 21

gNB PUSCH processing finished  25 25 25 25 32 32 32 32 32 32 32 39 39 39

PDCCH start 26 26 26 26 32 32 32 32 32 32 32 40 40 40

UE PDCCH processing finished 34 34 34 34 40 40 40 40 40 40 40 48 48 48

Selected PUSCH start 34 34 34 34 42 42 42 42 42 42 42 48 48 48

gNB PUSCH processing finished  48,5 48,5 48,5 48,5 56,5 56,5 56,5 56,5 56,5 56,5 56,5 62,5 62,5 62,5

1 TX - Latency [#OS] 21,5 20,5 19,5 18,5 24,5 23,5 22,5 21,5 20,5 19,5 18,5 24,5 23,5 22,5

1 TX - Latency [ms]

0,38 0,37 0,35 0,33 0,44 0,42 0,40 0,38 0,37 0,35 0,33 0,44 0,42 0,40

1 TX Worst case latency [#OS]

1 TX Worst case latency [ms]

Latency [#OS] 48,5 47,5 46,5 45,5 52,5 51,5 50,5 49,5 48,5 47,5 46,5 51,5 50,5 49,5

Latency [ms]

0,87 0,85 0,83 0,81 0,94 0,92 0,90 0,88 0,87 0,85 0,83 0,92 0,90 0,88

2 TX Worst case latency [#OS]

2 TX Worst case latency [ms]

52,5

0,94

24,5

0,44
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BW: 100Mhz

SCS 30kHz SCS 60kHz SCS 30kHz SCS 60kHz SCS 120kHz

MCS Modulation Target  Required  Available RBAvailable RBAvailable RBAvailable RBAvailable RB

Index Order code rate resources

55 27 110 55 69

I

MCS

 Q

m

R x [1024] Nbr RB Nbr OS Nbr OS Nbr OS Nbr OS Nbr OS

0 2 30 399

8 15 4 8 6

1 2 40 299

6 12 3 6 5

2 2 50 239

5 9 3 5 4

3 2 64 187

4 7 2 4 3

4 2 78 154

3 6 2 3 3

5 2 99 121

3 5 2 3 2

6 2 120 100

2 4 1 2 2

7 2 157 77

2 3 1 2 2

8 2 193 62

2 3 1 2 1

9 2 251 48

1 2 1 1 1

10 2 308 39

1 2 1 1 1

11 2 379 32

1 2 1 1 1

12 2 449 27

1 1 1 1 1

13 2 526 23

1 1 1 1 1

14 2 602 20

1 1 1 1 1

15 4 340 18

1 1 1 1 1

16 4 378 16

1 1 1 1 1

17 4 434 14

1 1 1 1 1

18 4 490 13

1 1 1 1 1

19 4 553 11

1 1 1 1 1

20 4 616 10

1 1 1 1 1

21 6 438 10

1 1 1 1 1

22 6 466 9

1 1 1 1 1

23 6 517 8

1 1 1 1 1

24 6 567 8

1 1 1 1 1

25 6 616 7

1 1 1 1 1

26 6 666 6

1 1 1 1 1

27 6 719 6

1 1 1 1 1

28 6 772 6

1 1 1 1 1

BW: 20Mhz BW: 40Mhz
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BW: 100Mhz

SCS 30kHz SCS 60kHz SCS 30kHz SCS 60kHz SCS 120kHz

MCS Modulation Target  Required  Available RBAvailable RBAvailable RBAvailable RBAvailable RB

Index Order code rate resources

55 27 110 55 69

I

MCS

 Q

m

R x [1024] Nbr RB Nbr OS Nbr OS Nbr OS Nbr OS Nbr OS

0 2 30 2310

42 86 21 42 34

1 2 40 1733

32 65 16 32 26

2 2 50 1386

26 52 13 26 21

3 2 64 1083

20 41 10 20 16

4 2 78 889

17 33 9 17 13

5 2 99 700

13 26 7 13 11

6 2 120 578

11 22 6 11 9

7 2 157 442

9 17 5 9 7

8 2 193 360

7 14 4 7 6

9 2 251 277

6 11 3 6 5

10 2 308 225

5 9 3 5 4

11 2 379 183

4 7 2 4 3

12 2 449 155

3 6 2 3 3

13 2 526 132

3 5 2 3 2

14 2 602 116

3 5 2 3 2

15 4 340 102

2 4 1 2 2

16 4 378 92

2 4 1 2 2

17 4 434 80

2 3 1 2 2

18 4 490 71

2 3 1 2 2

19 4 553 63

2 3 1 2 1

20 4 616 57

2 3 1 2 1

21 6 438 53

1 2 1 1 1

22 6 466 50

1 2 1 1 1

23 6 517 45

1 2 1 1 1

24 6 567 41

1 2 1 1 1

25 6 616 38

1 2 1 1 1

26 6 666 35

1 2 1 1 1

27 6 719 33

1 2 1 1 1

28 6 772 30

1 2 1 1 1

BW: 20Mhz BW: 40Mhz
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