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1	Introduction
Enhancements on MU-MIMO support were approved to be studied and specified as part of the MIMO Enhancements WID in RAN#80 [1] and revised slightly in RAN#81 [2]. The objectives for enhancing MU-MIMO support are as follows [1] [2]:
	The work item aims to specify the enhancements identified for NR MIMO. The detailed objectives are as follows. 

· Extend specification support in the following areas [RAN1]
· Enhancements on MU-MIMO support
· Specify overhead reduction, based on Type II CSI feedback, taking into account the tradeoff between performance and overhead
· Perform study and, if needed, specify extension of Type II CSI feedback to rank >2
        …
        …



In this contribution we specifically target the first goal of the MU-MIMO enhancement WI. In particular, we propose an overhead reduction framework which could be adopted to meet the performance/overhead target and serve as basis for future studies and developments in view of the second goal of the WI.

2	Overhead reduction by Fourier-based compression
Fourier methods provide a convenient way to compress the information carried by the  matrices , with  defined as number of frequency resources over which CSI is available, e.g., subbands in the context of Rel. 15 Type II CSI reporting. A two-fold advantage characterizes these methods:
1. They allow the capture and exploitation of correlation present between different matrices  across the  frequency resources to reduce the overall number of coefficients to be reported. 
2. Information about the adopted compression approach can be signaled to the gNB using a rather low number of bits. This allows the design of efficient reporting mechanisms for the PMI component of CSI reporting.

In general,  can be represented with or without layers compression. In this regard, three major possibilities exist:
· If layers compression is not performed, then  can be represented as:
· A redundant set of complex numbers; 
· A redundant set of real-valued coefficients, i.e., amplitude and phase of each element. 
· If layers compression is performed, then  can be represented with the minimum number of real-valued coefficients, i.e., two sets of angular values in the form of Givens and phase rotations, respectively. This has the advantage of eliminating any redundancy in the layer representation and provides increasing compression gain as the number of layers grows [3].

Suitable Fourier methods can be applied at this stage to compress the information present in the  matrices, depending on the adopted representation of the latter. In particular, when each  is composed of complex numbers then DFT-based methods can be applied. Conversely, when each  is represented with two sets of real numbers then either DFT-based or DCT-based methods can be applied. 
Before proceeding with the detailed description of DFT-based and DCT-based method, a brief introduction to layers compression is given for the sake of clarity.
 
2.1	Layers compression
Before applying frequency compression, the number of linear combination coefficients resulting from the spatial compression can be reduced by exploiting the unit-norm and orthogonality properties of layers. This so-called layers compression simply aims at removing the redundancy in the layers representation before applying compression in frequency. By doing so we can save 2 real coefficients in the representation of layer 1, 4 real coefficients in the representation of layer 2, etc. Note that the saving achieved for layer 1 is equivalent to the amplitude and phase normalization performed by Type II CSI.
This layers compression can be achieved in either of two ways:
1. By normalising the complex-valued  for each , in amplitude and phase, thereby saving 1 complex coefficient per layer, which yields a complex matrix  of reduced size  for layer 
2. By compressing  for each , in the layer domain, i.e., across its  columns (with   in this document). This yields two real-valued matrices  of reduced size  for layer .

Table 1 shows an example of the additional overhead reduction achieved by layers compression combined with frequency compression in the case , where  is the number of selected/compressed frequency-domain components.
Table 1. Overhead reduction for freq. compression w/ and w/o layer compression, with 
	
	No freq. compression
()
	
	

	
	Layer 1
	Layer 2
	Layer 1
	Layer 2
	Layer 1
	Layer 2

	No freq. compression
	100%
	100%
	--
	--
	--
	--

	DCT/DFT freq. compression
	100%
	100%
	61.5%
	61.5%
	30.8%
	30.8%

	layers compression + DCT/DFT freq. compression
	87.5%
	75%
	53.8%
	46.1%
	26.9%
	23.1%



Layers compression can be achieved efficiently for any number of layers by representing  by means of Givens parameters before applying frequency compression. This operation does not require any additional signalling.
Figure 1 illustrates the sequence of spatial-layers-frequency compression operations applied to reduce overhead of CSI reports. In the following two sections we will describe in more details how the frequency compression can be achieved by means of Fourier-based transformations (DFT/DCT). 
[image: ]
Figure 1. Diagram showing the sequence of compression operations to reduce overhead in CSI feedback
Observation 1: Prior to frequency compression, the number of linear combination coefficients for each frequency resource can be reduced by exploiting the unit-norm and orthogonality of layers. These coefficients are then rearranged by layers ready for applying frequency compression
Proposal 1: Aspects of the mapping of coefficients between spatial compression and frequency compression are FFS. A layers compression stage should be considered between spatial and frequency compression to further reduce overhead and included in the evaluation results
2.2 DFT-based frequency compression
We now switch our focus to the first proposed compression approach, which is DFT-based. A suitable method to exploit the correlation across different matrices , when the latter are composed by complex numbers, is to resort to an oversampled DFT codebook  to realize compression across the frequency resources. If we let  be the oversampling factor, then such oversampled codebook would be defined as:
,

where a regular DFT codebook would be obtained if  It is worth observing that the construction of  is performed following the same logic followed to construct the codebook which the spatial compression matrix  is extracted from. This codebook can be used to compress the matrices , in several ways. In the general case, the compression starts by constructing the  aggregated matrices  of size  for each layer , by horizontally concatenating the l-th column of each . Then a set of  column vectors is selected from the codebook  to form a frequency compression matrix  of size , which is common to different layers. We note that an equivalent way of realizing such construction is to build  directly, without performing a prior construction of , as

.
Regardless of the approach adopted for its construction, such  is applied to each  to yield a compressed matrix , where  has size .
In this case, the UE would need to signal to the gNB a set of   matrices and the information on the vectors used to construct , e.g., in the form of their indices inside the oversampled codebook. Several options can be adopted for the quantization of the matrices   In particular, one possibility could be the quantization of the  coefficients of the -th layer, i.e., present in the matrix , in terms of amplitude and phase. In this context, a “wideband/subband” approach could be followed, as for Rel. 15 Type II CSI. Accordingly, for each layer, amplitude quantization could employ a differential subband feedback structure, and the index of the strongest wideband amplitude for each layer would be used to indicate the strongest one in each column of the matrix . In this case, and since each column of the matrix  would be no longer normalized after frequency compression, all the strongest coefficients in each column of matrix , totally , should be quantized separately. All the coefficients other than the strongest ones in matrix , totally up to , would then be signaled separately in terms of differential subband amplitude and subband phase. Information on the  vectors used to construct  may then be fed back following the same or different periodicity as . This approach could provide a quantization framework similar for Rel. 15 Type II CSI, however other quantization approaches could be adopted (possibly more advantageous in terms of performance/overhead tradeoff). This aspect should be subject to future study for optimization. 
Finally, the gNB can reconstruct an estimation of each matrix . More precisely, this last operation would be performed as follows. First, the matrices , i.e., the estimates of the original   matrices, are computed. Then, the estimates of the  matrices , i.e., , are obtained by horizontally concatenating the -th column of each  matrix.
This approach can be applied in case of both complex and real representation of the elements in , with or without layers compression, and allows the reduction of the number of real coefficients necessary to represent the Type II PMI. 
Observation 2: Fourier transformation by means of DFT is a well-established technique to describe a correlated signal by means of a few dominant components in the transformed domain. The selection of columns in  allows the location of the  dominant components, which are reported as linear combination coefficients. It is the same technique used for spatial compression through the selection of .
Proposal 2: Achieve frequency compression using a Fourier-based transformation and reporting of the dominant transformed components.
Observation 3: The quantization of the linear combination coefficients after frequency compression needs to be optimized for best trade-off performance/overhead.
Proposal 3: Aspects of quantization of the linear combination coefficients are to be optimized.
2.3	DCT-based frequency compression
The purpose of compressing the  matrices across the frequency resources is to exploit the correlation of their coefficients in frequency. The discrete cosine transform (DCT) is a well-known Fourier-based transformation for real-valued signals with very strong “energy” concentration properties, i.e., the signal information tends to be concentrated in a few “low-frequency” components of the DCT. For strongly correlated signals DCT can approach the compression efficiency of the optimal Karhunen-Loève transform (a.k.a., principal component analysis), without requiring knowledge of the correlation function. Moreover, the  complex coefficients are naturally represented by two sets of real-valued coefficients prior to scalar quantization, hence it makes sense to consider compression directly in the real domain.
There are some advantages in applying the DCT as frequency compression transformation over DFT, notably:
1. The compression matrix  is fixed and does not need to be signaled, which further reduces the feedback overhead. In other words, a DCT-based solution is codebook-free.
2. The absence of signaling related to  simplifies the signaling structure, i.e., feedback periodicity is not affected by its presence and is fully compliant with Rel-15.
3. Because  is fixed, there is no need for the UE to build this matrix before frequency compression, for example by codebook selection, which reduces the computational burden of the UE
It is worth observing that the reason why the first advantage is possible lies in the strong decorrelation properties of the DCT: the signal information is typically concentrated in the first  samples, so there is no need to locate and report the indices of the transformed coefficients that give the most accurate representation. This is illustrated in Figure 2 where the PDF is plotted for the first 6 coefficients of the DCT. The example is with . The figure shows that the signal energy is consistently concentrated in the first few samples, i.e., the standard deviation decreases sharply with the DCT coefficient index, particularly for the first 2 layers. Typically, the first  DCT samples carry most information and the rest can be discarded.
[image: ]
Figure 2. Distribution of the first 6 DCT coefficients after frequency compression for layers 1 to 4.
The compression matrix is simply given by

and the compressed linear combination coefficients for layer  are given by , where  contains the parametric representation of layer  of  for all frequency resources (one column vector per frequency resource). Because the DCT is applied to real valued coefficients, the parametrization of  ensures that  is exactly represented by 2 real-valued matrices  and the DCT is applied to each of them separately.
The frequency compressed feedback that the UE needs reporting for each layer  is given by a quantized version of the linear combination coefficients . As for the DFT-based case, several options can be adopted for the quantization, with different impact on the total number of bits forming the CSI feedback message for each UE.
Switching the focus to the operations performed by the gNB, we note that the parameters to reconstruct the set of  complex-valued  from  are obtained from the inverse DCT operation, i.e.,  for each real dimension. The rest of the reconstruction is performed as described in Sec. 2.
Observation 4: DCT is a well-established Fourier-based transformation with strong “energy” concentration properties for correlated real-valued signals. It has the advantage of having a fixed , which does not require signaling and avoids the complexity of codebook selection and reporting at the UE.
Proposal 4: The columns of the compression matrix  are DFT or DCT vectors.
2.4	Performance
The simulation settings used to obtain all the results in the section are as per EVM configuration agreed in RAN1 #94b [4], summarized in Table 2 in the appendix for convenience. The following labels are used to refer to the proposed solutions:
· FD-DFT: denoting DFT-based frequency domain compression
· LD: denoting layers compression (based on Givens parameters)
· LD-DFT: denoting layers compression followed by DFT-based frequency domain compression
· LD-DCT: denoting layers compression followed by DCT-based frequency domain compression

In Figures 3 and 4, the performance of the proposed CSI feedback schemes is depicted, for the cases of 16 and 32 antenna ports, respectively. The performance of Type I and Type II CSI feedback, the latter configured with  and 8-PSK phase, WB+SB amp, is plotted as a benchmark.
[image: ]Normalized Mean User Spectral Efficiency
Normalized 5th percentile user SE

Figure 3 – Performance with 16 Aps

As shown in Figures 3 and 4, LD compression shows almost no loss compared to Type II CSI, noting that the overhead of LD compression can be further reduced by exploiting the correlation of the compressed Givens parameters. 
The frequency compression variants without LD compression, show 10%-20% performance loss for  and , respectively. We note, however, that a simple scalar quantization scheme was used to quantize each compressed matrix , hence these results should not be considered as the outcome of an optimized solution. Further strategies for designing an optimized quantization scheme are FFS and may include: 
· Higher bit resolution for the  strongest frequency beams;
· Higher bit resolution for the  strongest spatial beams (as in Type II CSI);
· Different number of frequency beams, i.e., columns of the matrix  per layer. 

In Figures 5 and 6, we assess the SINR performance, without quantization, of the different variants of LD compression, compared to the baseline case with perfect knowledge of the  matrix. As shown therein, baseline LD without quantization shows almost no loss compared to the baseline case. Moreover, the following observations can be made:
· Combining LD compression with DFT or DCT based FD compression with , results in less than 1dB SINR loss, with a significant overhead reduction (cfr. Table 1). 
· Performing a frequency-domain compression with , results in less than 0.5dB SINR loss.
· DCT-based frequency compression consistently outperforms DFT-based compression, with larger performance gap for 
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Figure 4 – Performance with 32 APs

[image: ]
Figure 5- SINR CDF for the unquantized case with 16APs
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Figure 6- SINR CDF for the unquantized case with 32APs

3	Conclusions
In this contribution, we have presented our proposal for overhead reduction of the NR Type II codebook.  Our observations and proposals are:
Observation 1: Prior to frequency compression, the number of linear combination coefficients can be reduced by exploiting the orthogonality of layers. These coefficients are then separated by layers into real or complex-valued matrices ready for applying frequency compression.
Proposal 1: Aspects of the mapping of coefficients between spatial compression and frequency compression are FFS. A layers compression stage should be considered between spatial and frequency compression to further reduce overhead and included in the evaluation results.
Observation 2: Fourier transformation by means of DFT is a well-established technique to describe a correlated signal by means of a few dominant components in the transformed domain. The selection of columns in  allows the location of the  dominant components, which are reported as linear combination coefficients. It is the same technique used for spatial compression through the selection of .
Proposal 2: Achieve frequency compression using a Fourier-based transformation and reporting of the dominant transformed components.
Observation 3: The quantization of the linear combination coefficients after frequency compression needs to be optimized for best trade-off performance/overhead.
Proposal 3: Aspects of quantization of the linear combination coefficients are to be optimized.
Observation 4: DCT is a well-established Fourier-based transformation with strong “energy” concentration properties for correlated real-valued signals. It has the advantage of having a fixed , which does not require signaling and avoids the complexity of codebook selection and reporting at the UE.
Proposal 4: The columns of the compression matrix  are DFT or DCT vectors.
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[bookmark: _Ref528934101]Table 2.  System Simulation Parameters
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM

	Multiple access 
	OFDMA

	Scenario
	Dense Urban

	Carrier frequency
	4GHz

	Inter-BS distance
	200m

	Channel model
	UMa, according to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	41 dBm

	BS antenna height
	25m

	UE antenna height & gain
	As in TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH 
	LDPC

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz

	Number of RBs
	52

	CSI Feedback bit allocation 
	LD 
	  and   bits

	
	FD-DFT
	   and 

	Simulation bandwidth
	10 MHz for 15kHz

	Frame structure
	Slot Format 0

	MIMO scheme
	SU/MU-MIMO with rank adaptation.

	MIMO layers
	Maximum MU layers = 12

	CSI feedback
	CSI feedback periodicity:  5 ms
Scheduling delay:  4 ms

	Overhead
	2 symbols/slot

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	70% target utilization.  Arrival rates are:
· 4 users/sec for 16 antenna ports results in 62% RU
· 5 users/sec for 32 antenna ports results in 60% RU

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE

	Feedback assumption
	Realistic

	Channel estimation
	Non-ideal
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