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Introduction
It is crucial to establish an evaluation methodology for UE power saving study, in order to have a basis for prioritizing what problems should be addressed and evaluating different proposals in a systematic way. In many cases, it is more important to first evaluate and quantitatively validate the potential gain for a proposal before delving into the design details.
In terms of the device class and the traffic types, the scope of the study item is to focus on EMBB (enhanced mobile broadband) and smartphones. This is also aligned to the current focus of NR specification.
UE power consumption can vary greatly depending on the state of the modem. For example, the modem draws the least power during sleep state, and it can draw maximum power during active, full bandwidth, peak throughput traffic scenarios. Moreover, different applications on the smartphone may result in different percentage of time spent across the modem states. Therefore, in order to have a representative and consistent methodology to evaluate UE power consumption, experts have defined the “days-of-use” (DoU) profile, which is the composition of different applications and the time spent throughout a day for a typical user of the device. Based on the “days-of-use” profile, power consumption evaluation can be done more representatively and the result is the average power consumption and/or battery life.
This contribution is for the most part a continuation of the one submitted for last meeting [9], and discusses a variety of aspects including power modelling, traffic modelling for different applications, simulation assumptions. Finally, results for the calibration exercised as agreed in #94bis is presented.

UE Power Consumption Modelling
High level definition and description of the modem operational states used for power modeling (a.k.a. “power states”) has been presented in [9], and the progress made in #94bis on the power model is summarized in [10]. In the following, we intend to have further discussion on power modelling.

[bookmark: _Ref525937421]Modeling Parameters
In #94bis, a baseline power model was agreed for FR1 and for reference only for FR2. Extensions of the model through scaling also was agreed at least for FR1. In the following, several remaining open items are discussed.

RRM measurement and search power model
During post-#94bis email discussion, power model for RRM measurement and search was agreed for FR1. The numbers for FR2 is for further study.
In the following, we present our proposals for FR2 power model and update for FR1.
For intra-frequency measurements:
[bookmark: _Ref528703912]Table 1: Power model for intra-frequency measurement
	N: Number of cells for intra-frequency measurement
	Synchronous case
	Asynchronous case

	
	FR1
	FR2
	FR1
	FR2

	N=8
	150
	FFS [225]
	170
	FFS [280]

	N=4
	120
	FFS [195]
	140
	FFS [250]



We also propose to have a maximum number of cells for intra-frequency measurement within a slot:
	FR1
	FR2

	Nmax = 17
	Nmax = 9



[bookmark: _Toc528958113]Proposal 1: The entries for FR2 in “Table 1: Power model for intra-frequency measurement” should be adopted for power consumption evaluation purpose.
[bookmark: _Toc528958114]Proposal 2: Maximum number of cells for intra-frequency measurement within a slot is 17 for FR1 and 9 for FR2 for power modeling purpose.

The following is some discussion on the proposals:
      Scenario 1 (SSBs from cells are synchronized):
· Same as FR1 power but with 175 base power instead of 100 (i.e. add 75 to the FR1 numbers)
P1 = 175 + (scale factor)*(N-1)
	Where N is the number of cells to measure
· E.g. N=8: P1=225 units
· E.g. N=4: P1=195 units

Scenario 2 (SSBs from all cells are not synchronized):
· More symbols to receive, and the additional power is 55.
P2 = P1 + 55

Open items related to baseline models
[bookmark: _Ref528763462]Short PUCCH modelling
In the baseline model agreed in #94bis, the following states are related to uplink transmissions:
	Power State
	Characteristics
	Relative Power

	
	
	FR1
	FR2 (for reference only)

	PDCCH + PDSCH
	PDCCH + PDSCH. ACK/NACK in long PUCCH is modeled by UL power state. FFS the power scaling for PDSCH-only slot.
	300
	[300]

	UL
	Long PUCCH or PUSCH. FFS the power scaling for short PUCCH and SRS.
	250 (  0 dBm)
700 (23 dBm)
	[300]
(FFS Tx power level)




It was discussed whether PDCCH+PDSCH state can also be used to model PDCCH+PDSCH+PUCCH but in the end no conclusion was made.
In our view, the per-symbol power consumption for PDSCH reception and PUCCH transmission is very similar. Whether the last symbol in a slot would be used for DL reception or UL transmission should not affect the slot-averaged power consumption in a very significant way.
Moreover, our view is that the scope of UE power saving study focuses on DL. Unless the need to more accurately model UL transmission power is identified, power modelling for UL transmission should be kept as simple as possible.
In the same light, we do not think the Tx power level matters a lot to the slot-averaged power of PDCCH+PDSCH+PUCCH. Therefore we assume the same power consumption regardless of Tx power level. For long PUCCH or PUSCH with UL transmission spanning the entire slot, there would be big enough different to model different Tx power levels (e.g. 0dBm vs 23dBm).

In the extended model, the following is tentatively agreed:
	Scaling for FR1
	Proposal
	Comment

	Short PUCCH
	Short PUCCH power = [0.6] x uplink power
	

	SRS
	SRS power = [0.6] x uplink power
	



In our view, if a slot contains only transmission of a short PUCCH, the slot-average power should be less than 0.6 of the uplink-slot power, which is defined to be 250 power units for 0dBm transmission, FR1. We propose revising this to [0.20].
The same power as Short PUCCH can be used for SRS.

[bookmark: _Ref528587179]Modelling of slot types
In theory, there could be 9 (or possibly more) slot types with combinations of PDCCH, PDSCH, PUCCH, and PUSCH:
	Type
	Assumptions
	Currently modelled?

	(1) Empty
	[image: ]
	Yes. Microsleep

	(2) PDCCH-only
	[image: ]
	Yes. PDCCH-only
(Two sub-types: with normal microsleep for same-slot scheduling, and with maximized microsleep for cross-slot scheduling)

	(3) PDCCH+PDSCH
	
[image: ]
	Yes. PDCCH+PDSCH
Two sub-types:
(3a) PDSCH runs til the end of slot (assumed)
(3b) There is a gap at the end of slot for potential PUCCH

	(4) PDCCH+PDSCH +PUCCH
	[image: ]
	No.
Power should be similar to (3).
Can be viewed as combination of (3) and (6)

	(5) PUSCH or Long PUCCH
	[image: ]
	Yes. UL slot.
Two sub-types:
(5a) PDCCH is included.
(5b) PDCCH is not included. 

	(6) Short PUCCH / SRS
	[image: ]
	Yes. Short PUCCH / SRS

	(7) PDSCH-only
	
[image: ]
	Yes. PDSCH-only
Two sub-types:
(7a) PDSCH runs til the end of slot (assumed)
(7b) There is a gap at the end of slot for potential PUCCH

	(8) PDSCH+PUCCH
	[image: ]
	No.
Power should be similar to (7).
Can be viewed as combination of (6) and (7)

	(9) PDCCH+PUCCH
	[image: ]
	No.
The usefulness of this case is not clear.
Can be viewed as combination of (2) and (6)



Type 4, 8, 9 do not correspond to any agreed states yet. They all can be viewed as combination of some DL reception (Type 3,7,2 respectively) with Short PUCCH transmission (Type 6). 
Because the incremental power consumption for transmitting one symbol of PUCCH is small relative to PDSCH reception over major portion of a slot, it is assumed that combination of any states with PDSCH reception and the state with Short PUCCH can consider power difference due to Short PUCCH power difference to be negligible. In other words, Type 4 is modelled with Type 3, and Type 8 is modelled with Type 7.
[bookmark: _Toc528958106]Observation 1: Incremental power for Short PUCCH transmission in a slot with PDSCH reception can be considered negligible for power modelling purpose.
For Type 9, because PDCCH-only power and Short PUCCH power are comparable, we propose to add their individual slot-averaged power together. For example, suppose Short PUCCH power is 0.2*250 = 50 power units. PDCCH-only power is 100 power units. For the combined state of PDCCH+PUCCH, the slot-average power would be 100+50 = 150 power units.
Also, a number of slot types have sub-types due to how the last symbol(s) can be used: Type 3, 5, and 7.
For the short gap at the end of a slot, it is not clear that UE can take advantage of it to achieve significant power saving. There is latency to turn off the RF path, and even greater latency to change the voltage and clock setting. If the gap is short, it is likely that little optimization can be done during those 1~2 symbols. For simplification purpose, we propose that the sub-types are not treated differently for power modelling purpose.
In summary, the following simplifying assumptions are proposed:
[bookmark: _Toc528958115]Proposal 3: PDCCH+PDSCH power state can be used to model PDCCH+PDSCH+PUCCH for a slot.
[bookmark: _Toc528958116]Proposal 4: PDSCH-only power state can be used to model PDSCH+PUCCH for a slot.
[bookmark: _Toc528958117]Proposal 5: The slot-average power for PDCCH+PUCCH state is the sum of PDCCH-only power and Short PUCCH power.

Remaining state combinations
Regarding combining different power states (i.e. to model the case where the operations are performed concurrently within the same slot), the following schemes can be considered for combining. For example,
Power for State 1: P1
Power for State 2: P2
Power for combination of State 1 and 2: Pt 
a) Pt = max(P1, P2)
b) Pt = P1 + P2
c) Pt = P1 + P2 – C,  where C is a common power term to be defined
d) Pt = a1*P1 + a2*P2 + D,  where a1 and a2 are scaling factors to be defined

(d) is the most general formulation for linear combining as it can achieve (b) and (c). Which scheme to use depends on the particular states for combining.
For the remaining state combination not yet covered by Section 2.1.2.2, Some of the potentially useful combinations are identified as follows:
1. “SSB or CSI-RS processing” and “PDCCH-only”
2. “SSB or CSI-RS processing” and “PDCCH+PDSCH”
3. “SSB or CSI-RS processing” and “PDSCH-only”

For neighbour cell measurement and search with SSB, the processing load can be high and we don’t recommend combining with other states.
Combining can be considered for serving cell measurement and/or tracking, especially for the scenario when neighbour cell measurement is not needed. For this, we think for Case 2 and 3, the additional power due to SSB or CSI-RS processing is relatively small compared to PDSCH processing. Therefore we suggest “PDCCH+PDSCH” or “PDSCH-only” power can be assumed for the combined state.
For Case 1, we suggest assuming the pessimistic assumption to simply add both states power together, i.e. 100 + 100 = 200 power units.
[bookmark: _Toc528958118]Proposal 6: Assume “PDCCH+PDSCH” power if “SSB or CSI-RS processing” is concurrent in the same slot.
[bookmark: _Toc528958119]Proposal 7: Assume “PDSCH-only” power if “SSB or CSI-RS processing” is concurrent in the same slot.
[bookmark: _Toc528958120]Proposal 8: For the combined state of “PDCCH-only” and “SSB or CSI-RS processing”, sum of the respective power numbers is assumed for the combined state.

Open items related to model extension
The baseline model can be extended by incorporating additional states for evaluating new proposals. For example, a new proposal may reduce PDCCH-only state power with some tradeoff (e.g. higher k0 delay). A new state can be created and added to the model to evaluate the potential power saving.
Additional states can be incorporated to model the effect of carrier aggregation. Additional states can be incorporated to model the effect of reduced number of antenna operation. (See discussion in [11])

Scaling for number of SSB processed in one slot
In #94bis, the slot-averaged power for two-SSB-in-a-slot is agreed to be same as PDCCH-only power. For the case of one SSB in a slot, it is left to be further discussed:
	Scaling for FR1
	Proposal
	Comment

	SSB
	FFS for #SSB to be processed in one slot (Note 2 SSBs in a slot for the ref. config.)
FFS for neighbor cell measurement including cell detection
FFS for #measured cells/SSBs
	



For the one-SSB-in-a-slot case, we propose to apply a scaling factor of 0.75 on the power in the reference configuration (i.e. two SSBs in a slot).
[bookmark: _Toc528958121]Proposal 9: The scaling factor of 0.75 is applied on the SSB slot-averaged power for the reference configuration with two-SSB-in-a-slot to obtain the power for the case of one-SSB-in-a-slot.

Combination of scaling
In #94bis, power scaling factors for a number of conditions were agreed. However, it is not clear whether the scale factors can be multiplied together (i.e. compounding) when a combination of scaling conditions are satisfied. The following are some of the DL-related scaling factors:
	Scaling for FR1
	Proposal
	Comment

	BWP Bandwidth (DL)
	Scaling of X MHz = 0.4 + 0.6 * (X - 20) / 80. Linear interpolation for intermediate bandwidths. Valid only for X = 10, 20, 40, 80, and 100.
	For 10MHz BW, only AL up to 8 can be used for PDCCH
The transition time is the same as DCI-based BWP switching delay for Rel-15.
FFS: transition energy for BWP switching

	CA (DL)
	2CC is 1.7x1CC
	Higher CA is FFS
Activation/deactivation delay follows RAN4 specification; FFS transition energy

	Antenna scaling (DL)
	2Rx power is 0.7x 4Rx power
	Other antenna counts are FFS

	PDCCH-only
	Power of cross-slot scheduling is 0.7x same-slot scheduling
FFS for the scaling w.r.t. # of blinding decoding
	



Generally, the scaling factor for each particular condition is determined with respect to the baseline configuration. Therefore, it is not envisioned that scaling factors should be multiplied for compounding effect. For example, if we want to model narrow BWP (e.g. 20MHz) and reduced Rx antennas together, it cannot be presumed the overall scale factor would be 0.4*0.7 = 0.28. Similarly, for narrow BWP and PDCCH-only with cross-slot scheduling, it cannot be presumed that the overall scale factor would be 0.4*0.7 = 0.28. This is because with cross-slot scheduling, microsleep is maximized and the portion of power which is scalable to BW would be reduced compared to the baseline case. Also, BWP scaling cannot be always applied together with CA scaling, because BW adaptation may not be as effective for CA than for single CC.
It is also envisioned that scaling is mainly to demonstrate adaptation technique in a certain domain and it is typically not necessary to combine different kinds of scaling to illustrate the gain of a particular technique. If such combination is necessary, the overall scale factor should be determined on a case-by-case basis.
[bookmark: _Toc528958107]Observation 2: It is clarified that the scale factors are not intended to be multiplicative with each other. The overall scale factor applicable for combination of scaling conditions should be determined on a case-by-case basis.

Scaling for FR2
In #94bis, scaling was discussed and the scaling factors were agreed at least for FR1. It is to be discussed what the scaling factors are for FR2. Additional proposals and comments are marked in red below:
[bookmark: _Ref528491787]Table 2: UE power consumption scaling for adaptation
	
	Proposal
	Comment

	BWP Bandwidth (DL)
	Scaling of X MHz = 0.4 + 0.6 * (X - 20) / 80. Linear interpolation for intermediate bandwidths. Valid only for X = 10, 20, 40, 80, and 100.
Applicable for FR1 only.
	For 10MHz BW, only AL up to 8 can be used for PDCCH
The transition time is the same as DCI-based BWP switching delay for Rel-15.
FFS: transition energy for BWP switching

	BWP Bandwidth (UL)
	No scaling at 0dBm or 23dBm
Applicable for FR1 only.
	

	CA (DL)
	2CC is 1.7x1CC
4CC is 2x 2CC
	Higher CA is FFS
Activation/deactivation delay follows RAN4 specification; FFS transition energy
Applicable for FR1 and FR2

	CA (UL)
	As downlink at 0dBm. No scaling at 23dBm
Limit scaling up to 2CC.
	Applicable for FR1 and FR2

	Antenna scaling (DL)
	2Rx power is 0.7x 4Rx power for FR1
1-layer power is 0.7x 2-layer power for FR2
	Other antenna counts are FFS


	Antenna scaling (UL)
	2Tx power is 1.4x 1Tx power at 0dBm. [No scaling] at 23dBm for FR1
	Other antenna counts are FFS

	PDCCH-only
	Power of cross-slot scheduling is 0.7x same-slot scheduling
FFS for the scaling w.r.t. # of blinding decoding
	Applicable for FR1 and FR2

	SSB
	FFS for # of SSB to be processed in one slot (Note 2 SSBs in a slot for the ref. config.)
FFS for neighbor cell measurement including cell detection
FFS for #measured cells/SSBs
	

	PDSCH-only slot
	[280]
	Applicable for FR1 and FR2

	CSI-RS
	FFS for scaling w.r.t. # of symbols for CSI-RS
FFS for neighbor cell measurement
FFS for #measured cells
	

	Short PUCCH
	Short PUCCH power = [0.6] x uplink power
	Applicable for FR1 and FR2 (Note: In Section 2.1.2.1 a revised scaling factor is proposed)

	SRS
	SRS power = [0.6] x uplink power
	Applicable for FR1 and FR2 (Note: In Section 2.1.2.1 a revised scaling factor is proposed)




Power model for number of blind decode candidate reduction
[bookmark: _GoBack]Please refer to Section 4.3.1 and corresponding power evaluation section in our companion contribution [11].

Power modelling assumption for wake-up signal
Please refer to Section 3.1.1.5 for the assumptions for a PDCCH-based wake-up signal in our companion contribution [12].

Typical EMBB Applications and “Days-of-Use”
For smartphones, DoU usage model is the most relevant to the user’s experience. Typically, a user takes the smartphone with him/her for the day, uses a number of applications, and expects a day (or slightly longer) of battery usage. The DoU usage model defines the types of applications and amount of usage for a typical user throughout a day. This gets mapped to low level modem operations at certain power level (i.e. “power states”), and the DoU profile allows us to derive the time duration for each of those power states. Then, the power consumption averaged over the day (a.k.a DoU power) can be calculated, and the impact of any power saving proposal can be evaluated as a percentage relative to the DoU average power; Equivalently, this is the percentage relative to the battery life (since battery capacity is fixed).
MBB (mobile broadband) use cases on 4G smartphones and networks are mature and very well understood. It is envisioned that despite NR will enable many other use cases, it is still expected to support MBB use cases in an enhanced manner. For 3GPP evolution, this important use case category is referred to as Enhanced Mobile Broadband (EMBB). To characterize EMBB usage, it is important to understand how MBB performs in terms of time usage and power consumption.
The benefit for DoU methodology is that it provides an overall system view on power consumption. Suppose one aspect of the modem operation is optimized and power consumption is reduced. The DoU average power would also reduce, and proportionally, the other contributors to DoU power would increase percentage-wise. This would magnify which next biggest contributor should be optimized. It prevents over-optimization of a single contributor because DoU analysis will show diminishing return.

[bookmark: _Ref525638088]Key Use Cases in Typical DoU Profile
As discussed, the DoU model should have a recommended list of applications, but in the end, only a few representative applications would be studied. It is reasonable to simplify the model to running only the top few applications that either consume the most time duration, or consume the most power (relative to DoU power). 
In #94bis, the following agreement was made:
· Applications including FTP, web-browsing, video streaming, instant messaging, VoIP, gaming, background app sync can be considered for traffic modelling for power saving proposal evaluation.

Above applications can be considered to be constituent of a typical DoU profile.
Considering the list of applications in the agreement, we will further discuss the traffic models for the following applications:
· FTP traffic (FTP model 3)
· Web-browsing (more generally, interactive content pull)
· Video streaming (YouTube)
· Instant messaging (Google hangout)
· Background app sync

They constitute not only among the top applications in a typical DoU in terms of time spent, but also most distinctively represent different kinds of traffic type. For example, video streaming is fairly regular and bursty. Instant messaging traffic tends to be sporadic. Web-browsing is also representative of the traffic pattern for many other apps (e.g. Google map). Background app sync is important because it takes up the most time (~60%) and RRC_IDLE/INACTIVE is the predominant mode for this use case.
Each application would be associated with a unique traffic pattern, which can often be modelled analytically.
In many cases, evaluation of the deterministic or asymptotic cases (e.g. wake-up signalling achieves maximum saving when the scheduling rate is zero) can offer useful insights.

[bookmark: _Ref528930915]FTP Traffic
The FTP traffic modelling is introduced according to the [8] with FTP model 3. The basic FTP traffic modelling is a sequence of file transferring separated by inter-arrival times between two FTP files.
The downloading FTP file size is modelled as fixed size, and the inter-arrival time fits the Poisson process as the following table.  
Table 3 FTP Traffic modelling parameters
	Model Parameters
	Distribution and Value

	File Size, S
	0.5 Mbytes

	Inter-arrival time between two files, D
	Exponential Distribution, Mean= 0.2 seconds

PDF: , λ = 5

	Number of users, K
	Fixed




Web Browsing / Interactive Content Pull
Traffic characteristics
For web browsing traffic modelling, the user behaviour is usually modelled to request several web pages with different inter-arrival time for user reading the web page. A user requested web page (i.e. a web session) will be downloaded from the web server and be viewed by the users. After finishing the downloading process of one web session, a session inter-arrival period takes place while the user is viewing the content of the web page. 
A typical web page usually consists of a Hypertext document with links to other objects that make up the whole web page. A web page consists of a main object, which defines the basic structure of the web page and contains the links to inline objects. Inline objects can be images, scripts, flash, etc. For simplicity, we use the general objects for both main object and inline objects.
Web-browsing traffic can be generalized to “interactive content pull” which covers a relatively wide range of usage scenarios in which the user is actively browsing for, and consuming, content via browsers or other web-centric applications. These may include for example HTTP web browsing, usage of online maps, browsing of social networking pages, and general app usage.

[image: ]
Figure 1 Web Browsing traffic model
Traffic model
According to the [4], we have derived four parameters for web browsing modeling. 
· The session inter-arrival time is used for the gap between each downloaded web session according to user request. The distribution of viewing time is fitted by Weibull distribution [4][5].
· The number of objects per session is modeled with Gamma distribution [5] . 
· For the objects within one session, the size of each object can be expressed with the Weibull distribution. While the object inter-arrival time between two objects matches the Gamma discussion [5].

Table 4 Web Browsing traffic modeling parameters
	Model Parameters
	Description
	Distribution
	Mean

	Session inter-arrival time
	Gaps between sessions
	Weibull
	4 sec

	Number of Objects per session
	Number of object per session
	Gamma
	31.3

	Object inter-arrival time
	Delay between the arrival of two objects
	Gamma
	0.32 sec

	Object size
	Size of each object
	Weibull
	556 kb



Inter-arrival distributions for sessions (left figure) and objects (right figure):
	[image: ]
	[image: ]



[bookmark: _Toc528958108]Observation 3: It is important to consider different arrival characteristics among sessions and objects for web-browsing traffic modeling.

The modeled throughput time profile has close resemblance to real web page traffic throughput:
	[image: ]
	[image: ]
(Note: session inter-arrival larger than 4 sec is used))



Alternatively, the web-browsing traffic model described in [1] can also be considered. The parameters can be fine-tuned to match above proposed model.
[bookmark: _Toc528958122]Proposal 10: A bursty traffic model which is not based on the FTP model should be adopted at least for web-browsing traffic due to its unique traffic characteristics.

Power state characteristics
Based on analysis of LTE field logs [9], for web-browsing application, PDCCH-only state is the highest contributor to DoU power. Data transfer (PDSCH/PUSCH) is the next most significant contributor.

Video Streaming
Traffic characteristics
The typical video streaming traffic (i.e. YouTube) modelling is described with two phases, an initial burst phase followed by a throttling phase [6]. In the initial phase, the video streaming progressive download commences by transferring an initial burst of data with several seconds. The objective of initial burst phase can be observed as a progressive maximum speed downloading to inject a significant amount of data in the user’s buffer in order to reduce the initial paying delay and to improve the user experience.
Due to the user receiver memory constraints, the user may suffer from download throttling after the initial burst data period. In the throttling phase, the video server throttles down the traffic generation rate according a throttling factor, thereby avoiding transferring the data at the maximum bandwidth. Basically, during the throttling phase, the traffic is generated in chunks of a specific size. The pattern of reception of data alternates between the reception of data chunks and short periods without packets. 
The throttling phase can prevent congestion both at the video transmitter size and receiver side because the data transfer is not performed at the network maximum available bandwidth.
Since the intial phase of video streaming more looks like the full buffer traffic, we propose to only model throttling phase for video streaming traffic in power saving time.
[image: ]
Figure 2 Initial burst phase and throttling phase in video streaming traffic modeling [7]
The typical modelling parameters can be expressed as initial burst size, throttled data rate and chunk size. 
· The initial burst size is calculated by the initial burst period multiply by video encoding rate.
· Usually the throttling factor sets to 2 (i.e. YouTube)[6], and the throttled data rate is calculated as video encoding rate multiply by the throttling factor.
· The inter-arrival time between two chunks can be gotten from chunk size divide by throttled data rate.

The video streaming model described in [1] can be considered. However, the parameters should be updated to match high resolution video streaming (e.g. 4K video) that would be prevalent for 5G application.

Power state characteristics
Based on analysis of LTE field logs [9], for video streaming application, data transfer (PDSCH/PUSCH) is the highest contributor, using approximately half of the use case power.

Instant Messaging
Traffic model
The instant messaging traffic modelling is introduced as several instant messages arrival to one user with inter-arrival time between two messages. Typically, the size of the instant message is determined by the Pareto distribution. The inter-arrival time between two messages can be modelled as the Lognormal distribution. 
For simplicity, the instant messaging traffic modelling can be recognized as a parameterized FTP traffic model. In our power modelling for instant messaging applications, FTP traffic model from Section 3.1.1 is used with inter-arrival time set to 2 second. The payload size is still the same as 0.5 Mbytes. 

Power state characteristics
Based on analysis of LTE field logs [9], for instant messaging application, PDCCH-only state is the highest contributor to DoU power. C-DRX (empty cycles) is the next most significant contributor

[bookmark: _Ref525861120]Background App Sync
Traffic characteristics
The background app sync traffic is quite similar to instant messaging traffic. A main difference is that longer inter-arrival time between each sync can be expected for background app sync traffic modelling.

Example time and power breakdown per state based on LTE field logs
	
(Contributors other than I-DRX and C-DRX are too small to be seen in above time chart but they are not zero)
	



Background app sync is an application that the user does not “consciously” use. It takes place when the user leaves his/her phone unattended, during which the UE spends majority of the time in idle mode, but regularly establishes RRC connection with the network because the apps need to communicate with the servers.
Although I-DRX takes majority of the time, in terms of power contribution, it is roughly only half. The other half is contributed by active states when the apps running in the background causes the UE to establish RRC connections for data exchange with the servers intermittently. For the test example shown, on average one connection every few minutes is observed. However, if the number of apps running in the background is more, the connection rate can be several times higher.
[bookmark: _Toc528958109]Observation 4: When a smartphone is in standby (i.e. no user interactions but the apps are running in the background and intermittently perform small data sync with the servers), significant power consumption is due to intermittent RRC connections for these background activities.
For the test example shown, the remaining half of the power is contributed by three main I-DRX activities: (i) deep sleep, (ii) the overhead of being active and performing page detection, (iii) the extra power consumption for neighbor cell search and measurements. About 18% power is consumed by the overhead of waking up and performing page detection. About 12% power is consumed for neighbor cell search and measurements. In this example LTE field test, there are 2 intra-frequency neighbors and 1 inter-frequency neighbor. S_serv is below S_intra and S_non_intra.
[bookmark: _Toc528958110]Observation 5: To extend smartphone standby time, it is important to also consider optimizations for intermittent RRC connections due to background activities.
Further analysis shows that typically, for the power associated with intermittent RRC connections, roughly a quarter of the time is spent in establishing RRC connections. This signaling overhead can be reduced if UE camps on RRC_INACTIVE mode instead of RRC_IDLE mode.
[bookmark: _Toc528958123]Proposal 11: For smartphone standby use case power, the following assumption should be made: Idle mode operations (inclusive of page detection, RRM, deep sleep and transition overhead) contributes to X% of the use case power. The remaining portion is contributed by intermittent RRC connections due to background activities. (FFS: the value of X)

Overall DoU Power
The overall DoU power can be computed as the time-weighted average of all use case power. The time weight is the percentage of time the UE spends running the use case (or application).

where .

If the battery capacity allotted for modem operation is known, the overall DoU power can be directly translated to the battery life. For example, in the example, DoU power is 13mA. If the battery budget for the modem is 400mAHr (the rest of the capacity budgeted for other components of the smartphone), this means about 30 hours of operation is the target.
Finally, the distinction between modem DoU power vs smartphone DoU power should be clarified. The latter includes other parts of the smartphone, for example, the display, application processor, GPU, etc, whereas the former includes just the cellular modem and associated chipsets. When we talk about DoU power in the context of this contribution, the context is always the modem DoU.
[bookmark: _Toc528958111]Observation 6: Time weights can be assigned to the applications based on real-life typical usage. The weighted-average of DoU power contribution across the applications is the overall DoU power for the UE.
[bookmark: _Toc528958112]Observation 7: Overall DoU power has a direct relationship to UE battery life and can be considered as a comprehensive evaluation metric for power saving gain.

[bookmark: _Ref525937528]Overall Evaluation Flow
This figure shows the basic power model evaluation flow for each application. For each application, the traffic model will generate the traffic trace with timeline. Then, the scheduler will convert the traffic trace to allocate the physical layer resource, i.e. PDCCH, PDSCH, etc. to target UE according to several parameters constrains, i.e. C-DRX parameters. The scheduler would generate the scheduling traces and feed them into the power model module, and also export such as the network resource usage statistics. The scheduler can be a very simple one for very simple analysis involving single user and very good channel condition. If multi-user scheduling effect needs to be taken into account, system level simulator input may be used. If realistic channel condition needs to be modelled, link level simulation input can be used.
The power model is the core module in the evaluation flow, and it will generate several different statistics for each power state, such as, power statistics per state, time usage per state, and state transition statistics. Finally, the updated average power for this application could be calculated and collected. 
In principle, the new algorithm for power saving will directly optimize the power model module or affect the power parameter constrains. The evaluation can be re-run to acquire the updated average power with new algorithm for different applications.



Figure 3 Power model evaluation flow

Simulation Assumptions
System Level Simulation
[bookmark: _Hlk525315032]In #94bis, the following agreements were made related to simulation assumptions:
Agreements:
· Simulation assumptions as specified in Table A2.1-1 in TR38.802 should be the basis for system-level simulation evaluation.
· Antenna configuration may use IMT-2020 as reference. Companies to state assumptions different from the reference if any

Agreements:
· For system level impact evaluation, IMT-2020 simulation assumptions can be adopted.
· For system level simulation, whether to apply DRX depends on the particular power saving proposal being evaluated and the purpose of the simulation. Companies may justify if DRX is not applied in the simulation.

The following aspects should be discussed regarding simulation assumption for SLS. Below is our view:
· DRX modelling 
· The intention to use SLS is usually to evaluate multi-user interactions, for example, whether a power saving proposal for a particular user can have negative impact on other users and on the system, and the tradeoffs as a whole.
· If users are modelled with DRX, it could potentially lessens the extent of interactions between users as there could be more time-separation among users’ activities on average. For efficient usage of SLS, we should focus on the scenarios where the interactions between users are the fullest.
· If the power saving proposal is mainly having an effect during the active time of DRX, it makes sense to run SLS without DRX.
· Even if in the case that DRX is modelled, the DRX cycles should be the same across users and aligned. Offseting different users’ DRX cycles lessen the interactions between users’ activities and may require loading the simulation with more users and lengthen the simulation time.
· Therefore we have the following proposals:
[bookmark: _Toc528958124]Proposal 12: Baseline assumption is to run system-level simulation without DRX. In the case DRX needs to be modelled, the DRX configuration should be common across users and the DRX cycles should be aligned in time.

· Traffic model assumptions
· For SLS, current guidance based on 38.802 [2] states the following:
· “Full buffer and FTP model 1/2/3 with packet size 0.1 and 0.5Mbytes (other value is not precluded). Other traffic models are not precluded”
· In our view, there is no strong justification to assume users to have different traffic models and parameters.
· We also don’t see the necessity in assuming more than one traffic models for SLS. We should use only FTP model 3 with packet size 0.5Mbytes. For 10 user scenario (per current guidance), for mean interarrival time of 200 milliseconds, the cell loading is roughly 50%. If other cell loading levels are desired, the interarrival time can be adjusted accordingly.
· Note: the packet size can be scaled down according to bandwidth reduction for simulation speed-up purpose. E.g. 0.1Mbytes if bandwidth is reduced from 100MHz to 20MHz
· Therefore we have the following proposals:
[bookmark: _Toc528958125]Proposal 13: For system level simulation, the baseline assumption for the traffic model is FTP model 3 with 0.5Mbyte payload and mean inter-arrival time of 200 milliseconds. The inter-arrival time can be adjusted to achieve different cell loading scenarios. The same traffic model settings should be used across all users.

Calibration Result
In RAN1#94bis, companies have agreed to perform calibration of traffic modeling with FTP model 3 (0.1Mbytes packet size, mean inter-arrival time of 200msec) and VoIP model (as defined in R1-070674). For the excercise, the following scenarios are considered:
1. No C-DRX configured
· For both VoIP and FTP
2. C-DRX cycle 40msec for VoIP
· 10 msec inactivity timer
· Assume max two packets bundled
3. C-DRX cycle 160msec for FTP
· 100 msec inactivity timer
For simplification of the exercise, power modeling reference configuration for FR1 is assumed. Also single user, search space set periodicity of 1 slot, no HARQ retransmission, no UL slot, and no short DRX configuration are assumed.
As the outcome of the calibration exercise, time distributions of different power states are generated for different scenarios, and presented in Table 5. Note that, in the calibration excercise, different sleep states (micro, lignt, or deep sleep) are applied depending on the length of sleep-eligible durations (slide 3 of R1-1811897), and the distribution of each sleep state is separately presented in Table 5.
[bookmark: _Ref528612122]Table 5. Calibration of traffic modeling: distributions of power states
	Power state
	FTP model 3
	VoIP

	
	No C-DRX
	With C-DRX
	No C-DRX
	With C-DRX

	PDCCH only
	99.75%
	35.01%
	98.60%
	22.31%

	PDCCH+PDSCH
	0.25%
	0.25%
	1.40%
	1.08%

	Micro sleep
	0%
	0.01%
	0%
	0%

	Light sleep
	0%
	0.15%
	0%
	0.54%

	Deep sleep
	0%
	64.58%
	0%
	76.07%



Conclusion
In this contribution, the following observations and conclusions are made:
Observation 1: Incremental power for Short PUCCH transmission in a slot with PDSCH reception can be considered negligible for power modelling purpose.
Observation 2: It is clarified that the scale factors are not intended to be multiplicative with each other. The overall scale factor applicable for combination of scaling conditions should be determined on a case-by-case basis.
Observation 3: It is important to consider different arrival characteristics among sessions and objects for web-browsing traffic modeling.
Observation 4: When a smartphone is in standby (i.e. no user interactions but the apps are running in the background and intermittently perform small data sync with the servers), significant power consumption is due to intermittent RRC connections for these background activities.
Observation 5: To extend smartphone standby time, it is important to also consider optimizations for intermittent RRC connections due to background activities.
Observation 6: Time weights can be assigned to the applications based on real-life typical usage. The weighted-average of DoU power contribution across the applications is the overall DoU power for the UE.
Observation 7: Overall DoU power has a direct relationship to UE battery life and can be considered as a comprehensive evaluation metric for power saving gain.

Proposal 1: The entries for FR2 in “Table 1: Power model for intra-frequency measurement” should be adopted for power consumption evaluation purpose.
Proposal 2: Maximum number of cells for intra-frequency measurement within a slot is 17 for FR1 and 9 for FR2 for power modeling purpose.
Proposal 3: PDCCH+PDSCH power state can be used to model PDCCH+PDSCH+PUCCH for a slot.
Proposal 4: PDSCH-only power state can be used to model PDSCH+PUCCH for a slot.
Proposal 5: The slot-average power for PDCCH+PUCCH state is the sum of PDCCH-only power and Short PUCCH power.
Proposal 6: Assume “PDCCH+PDSCH” power if “SSB or CSI-RS processing” is concurrent in the same slot.
Proposal 7: Assume “PDSCH-only” power if “SSB or CSI-RS processing” is concurrent in the same slot.
Proposal 8: For the combined state of “PDCCH-only” and “SSB or CSI-RS processing”, sum of the respective power numbers is assumed for the combined state.
Proposal 9: The scaling factor of 0.75 is applied on the SSB slot-averaged power for the reference configuration with two-SSB-in-a-slot to obtain the power for the case of one-SSB-in-a-slot.
Proposal 10: A bursty traffic model which is not based on the FTP model should be adopted at least for web-browsing traffic due to its unique traffic characteristics.
Proposal 11: For smartphone standby use case power, the following assumption should be made: Idle mode operations (inclusive of page detection, RRM, deep sleep and transition overhead) contributes to X% of the use case power. The remaining portion is contributed by intermittent RRC connections due to background activities. (FFS: the value of X)
Proposal 12: Baseline assumption is to run system-level simulation without DRX. In the case DRX needs to be modelled, the DRX configuration should be common across users and the DRX cycles should be aligned in time.
Proposal 13: For system level simulation, the baseline assumption for the traffic model is FTP model 3 with 0.5Mbyte payload and mean inter-arrival time of 200 milliseconds. The inter-arrival time can be adjusted to achieve different cell loading scenarios. The same traffic model settings should be used across all users.
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Background App Sync (Time)

Time %	PDCCH-only	1CA PDSCH/PUSCH	2CA PDSCH/PUSCH	C-DRX	I-DRX	2.4402982360981549E-3	8.9758314298221827E-4	1.0624027258272713E-4	0.13153457190439349	0.84523289263399926	

Background App Sync (Power)

DoU %	PDCCH-only	1CA PDSCH/PUSCH	2CA PDSCH/PUSCH	C-DRX	I-DRX: Sleep	I-DRX: Active + Paging	I-DRX: Meas + Search	0.28612095116668584	8.3403855545549757E-2	5.3805579963929354E-3	0.14712719416266765	0.18383363120334759	0.18383363120334759	0.1103001787220086	
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