


3GPP TSG RAN1#95	R1-1813357
Spokane, China, November 12th – 16th, 2018
Agenda item:     	7.2.8.1
Source: 	Motorola Mobility / Lenovo
[bookmark: _GoBack]Title:	Type II CSI overhead reduction
Document for: 	Discussion

1. Introduction
The work plan for Rel. 16 NR MIMO agreed at RAN1#94 specified a timeline for work on MU-MIMO.  According to the timeline, the evaluation methodology will be finalized at RAN1#94bis with proposals for Type II overhead reduction to be submitted by companies in RAN1#95 [1].  This contribution presents our proposal for Type II feedback reduction including a description of the scheme and simulation results.
2. [bookmark: _Ref169246743]Type II overhead reduction overview
Type II CSI feedback provides the high precision channel state information needed for efficient MU-MIMO operation. The high precision channel state information however comes at the cost of high feedback overhead, on the order of two to five hundred bits for one and two layers transmission respectively.  The majority of type II feedback overhead consists of sub-band amplitude and phase coefficients as opposed to wideband amplitudes and beam selection indication.  Therefore techniques implemented and proposed for reducing Type II overhead have focused on reduction in sub-band feedback.
NR Release 15
In NR Release 15, the particular sub-bands for which sub-band precoding information is fed back is configurable by the CSI report band configuration mask. Depending on the expected uplink load, sub-band reporting can for example be decimated in the frequency domain, leaving the gNB to determine the sub-band precoding information for those sub-bands without feedback.  Due to uplink traffic variations as well as the inherent variation in Type II CSI overhead due to dynamic rank reporting, Release 15 also implemented a partial CSI omission mechanism by which up to every other reported sub-band could be omitted if their inclusion would cause the UCI code rate to exceed a configured code rate.
Other proposed techniques
Other techniques to reduce Type II overhead were also proposed in Release 15. These include differential reporting [8], CSI omission of up to 3 out of 4 contiguous sub-bands [10], and a group of techniques which feed back time-domain representation of the beams’ channels instead of frequency domain sub-band coefficients [3]-[5], [8]-[10].  These techniques will collectively be referred below as sub-band precoding compression techniques.
2.1. [bookmark: _Ref525808950]Sub-band precoding compression
Sub-band precoding compression techniques takes advantage of the frequency domain correlation of a beam’s sub-band phases which results from a dominant tap in the time domain. For example, if a beam’s channel consists of single tap in the time domain, then the frequency domain channel will have constant amplitude and linear phase with slope proportional to the tap’s delay.  If the beams’ channels each consist of a single delay, it would be sufficient for the UE to feedback only the corresponding taps’ amplitude and phase coefficients to obtain frequency domain precoding vectors with PRB level granularity. More generally however a beam’s channel may exhibit intra-beam delay spread which causes non-linear phase in the frequency domain and consequentially a reduction in frequency correlation.  This is illustrated in Figure 1 and Figure 2 where in each figure time domain magnitudes and frequency domain phases are plotted for UEs exhibiting a dominant delay, (a), (c), and intra-beam delay spread, (b), (d).
[image: ]
[bookmark: _Ref525910419]Figure 1: Time and frequency representations of channels with low, (a),(c) and high (b),(d) intra-beam delay spread.
[image: ]
[bookmark: _Ref525910428]Figure 2: Time and frequency representations of channels with low, (a),(c) and high (b),(d) intra-beam delay spread.
Sub-band precoding compression schemes forgo feeding back a sub-band level frequency domain representation of the beams’ channels and instead feed back a time domain representation, including, for example, the location of a set of delays and their corresponding time-domain coefficients.  If the set of delays is small enough, a reduction in feedback overhead compared to sub-band level precoding can be achieved.  

2.2. [bookmark: _Ref528936015]Type II overhead reduction proposal
A previous contribution of ours described a precoding compression scheme based on transforming each beam’s frequency-domain precoding vectors to the time domain and selecting a subset of the time-domain components which would then be fed back the gNB [11].  The gNB would then perform the inverse transformation to the frequency domain to determine the set of 2L  precoding vectors. If, as in conventional Type II feedback, the beam selection matrix is denoted

	 , 

then the resulting  precoding matrix for a layer can be expressed

	, 




where  is the size  DFT matrix and   is comprised of 2L time-domain coefficient vectors of length . 

Determining the non-zero entries of 



Feedback overhead reduction occurs when the UE feeds back an indication of non-zero subset of the coefficients in , e.g., those coefficients with the largest magnitudes.  The feedback overhead however also depends on how much quantization is used to represent these coefficients.  The following procedure for calculating the non-zero coefficients of  the columns of in terms of the IDFT of the corresponding 2L sub-band precoding vectors, , gives significant reduction in feedback overhead while maintaining average user packet and cell edge throughput at or above that of the Type II codebook.
1) Scaling by dominant beam

As described in [3], elements of each beam’s sub-band precoding vector can be scaled by that of the dominant beam on an RB by RB basis. The results is that the dominant beam’s frequency-domain vector is all 1’s and all other beams vectors are scaled accordingly. In the time domain the dominant beam’s sequence of taps is just a delta function.  Therefore it is not necessary to provide any feedback for the first beam. The gNB can simply assume .
Observation 1: Scaling by a reference beam removes the need to feedback coefficients for one out of 2L beams.
2) Window taps around a dominant tap

As shown in [11] a beam’s energy in the time domain are typically concentrated around a single dominant tap.  As discussed above, the energy is highly concentrated when the intra-beam delay spread is low and more spread out when the intra-beam delay spread is high. In either case most of a beam’s energy can be captured by taps that lie within a window centered on the dominant path. The degree to which the “adjacent taps” which surround the dominant tap contribute to the reconstructed precoding vector’s energy depends on the strength of the beam’s dominant tap.  Therefore it may be useful to have different window widths for strong vs. weak beams.  Denoting   as the tap index of dominant tap of beam l, the time-domain coefficients for beam l can are 

	    ,




where  is the possibly beam-dependent window size. For example if the beams are ordered based on the magnitude of their dominant taps only, whose coefficients are always fed back,  then the set of 2L-1 beams (excluding the leading beam used for scaling) could be partitioned into a dominant set and a non-dominant set. A window size of  would apply for dominant beams and would apply to all other beams (i.e. no adjacent taps).  Note that for weak beams it may be desirable to not include any adjacent taps at all, i.e.  
Observation 2: Most of the beam energy in the time domain can be captured by including taps within a window around a dominant tap. Varying the width of the window based on the beam’s dominant tap magnitude should be considered.

3) Quantization of adjacent taps
Due to the difference in magnitude between dominant and adjacent taps, it is desirable to quantize adjacent taps relative to their dominant tap using a smaller number of bits than for the dominant tap.  This is more useful for weaker beams than stronger however and therefore the number of bits of quantization for adjacent taps can depend on the relative order of the beam’s dominant taps as in 2). 
Observation 3: Adjacent taps should be quantized relative to the beam’s dominant tap and varying the number of bits of quantization of adjacent taps with beam should be considered. 
4) Reporting range of dominant tap indices

The UE should report tap indices  within a configurable window of size of some number of bits. This allows deployments with low delay spread to benefit from the reduced overhead required to report dominant taps. Due to scaling by the leading beam, the window need only be large enough to accommodate the delays relative to the delay of the leading beam.
Observation 4: Reporting of beams’ dominant tap indices should be restricted to a configurable window size to ease UE feedback requirements in deployments with low delay spread.
2.3. System level simulation results
System level simulations were performed to compare three examples of the compression scheme described in Section 2.2 with Type II rank 2 feedback. The scenario was Dense Urban eMBB and the antenna port configuration was 16 X 2.  Additional simulation assumptions are given in the Appendix.  The quantization scheme including the number of bits used for quantization was not optimized. In all cases scalar quantization with an equal number of bits were used to quantize the amplitude and phase. Three configurations plus Type II were simulated. The configurations are described in Table 1 and the average user packet throughput, cell edge spectral efficiencies, and overhead relative to Release 15 Type II are shown in Figure 3 for the three configurations.
Configuration A achieves the largest compression of 34% by only including adjacent taps for a single dominant beam (out 2L-1 beams excluding the leading beam used for normalization).  Cell edge and average user packet throughput are within 2% of Type II. 
Configuration B includes weighting coefficients for adjacent taps in non-dominant beams but uses only two bits of amplitude and two bits of phase.  All taps within a window of size three are included for the top two beams and quantized with the full four bits of amplitude and phase.  Cell edge and average user packet throughput are within 1% of Type II with compression of 48%.  
Configuration C is similar to Configuration B but with the top 4 beams’ windows being quantized with four bits of amplitude and four bits of phase with the remaining non-dominant beams using only two bits for amplitude and phase. This configuration gives the same performance as Type II but with a compression of 57%. 
[bookmark: _Ref528938214][bookmark: _Ref528938136]Table 1: Configurations simulated
	 
	 
	Configuration

	 
	 
	A
	B
	C

	Number of dominant beams
	1
	2
	4

	Quantization of dominant tap index (bits)
	2
	2
	2

	Dominant beams
	window size, 
	3
	3
	3

	
	quantization for dominant tap, amp + phase (bits)
	8
	8
	8

	
	quantization for adjacent taps, amp+phase (bits) 
	6
	8
	8

	Non-dominant beams
	window size, 
	1
	3
	3

	
	quantization for dominant tap, amp + phase (bits)
	8
	8
	8

	
	quantization for adjacent taps, amp+phase (bits) 
	N/A
	4
	4



[image: ]
[bookmark: _Ref528940042]Figure 3: Comparison of average cell edge, average user packet throughput, and overhead for the three configurations of Table 1
From Figure 3 it can be observed that small changes to the window sizes and quantization of dominant vs. non-dominant beams can have a large impact on the relative overhead with only minor degradations in cell edge and user throughput, on the order of 1 to 2%.  
Observation 5:  Time domain compression can simultaneously improve performance and reduce feedback overhead compared to Type II feedback.
Observation 6: It is important to evaluate variations of window size and coefficient quantization for dominant and non-dominant beams.
3. Conclusions
This contribution described a feedback compression scheme where frequency domain precoding vectors are transformed to the time domain. The scheme make uses of the sparsity property of wireless channels to feedback dominant tap coefficients and possibly adjacent taps.  Additional reductions in overhead can be achieved by varying the number of adjacent taps and possibly quantization based on the strength of the corresponding beam.  The following observations were made:
Observation 1: Scaling by a reference beam removes the need to feedback coefficient for one out of 2L beams.
Observation 2: Most of the beam energy in the time domain can be captured by including taps within a window around a dominant tap. Varying the width of the window based on the beam’s dominant tap magnitude should be considered.
Observation 3: Adjacent taps should be quantized relative to the beam’s dominant tap and varying the number of bits of quantization of adjacent taps with beam should be considered. 
Observation 4: Reporting of beams’ dominant tap indices should be restricted to a configurable window size to ease UE feedback requirements in deployments with low delay spread.
Observation 5:  Time domain compression can simultaneously improve performance and reduce feedback overhead compared to Type II feedback.
Observation 6: It is important to evaluate variations of window size and coefficient quantization for dominant and non-dominant beams.
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Appendix 
Table 2: Simulation assumptions
	Modulation
	Up to 256 QAM

	Coding on PDSCH
	LDPC

	Numerology
	15KHz 14 OFDM symbol slot and 52 PRBs

	Frequency band
	4 GHz

	Simulation bandwidth
	10 MHz

	Transmission scheme
	Closed SU/MU-MIMO adaptation

	Scenario
	Dense Urban (Macro layer only)

	UE antenna height and gain
	TR36.873

	Channel model
	38.901 UMa channel model 

	Inter-site distance 
	200 m.

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Type II feedback DL codebook
	4 beams, wb+sb, 8psk

	PRBs bundling per SB
	1 PRB

	MU dimension
	Up to 12 layers

	SU dimension
	2 layers

	Codeword (CW)-to-layer mapping
	Single codeword

	CSI feedback
	PMI, CQI: every 5 slot; 4 slot delay, RI: every 5 slot;
Sub-band based 

	Interference measurement
	SU-CQI; CSI-IM for inter-cell interference measurement

	ACK/NACK delay
	The next available UL slot

	Re-transmission delay
	The next available DL slot after receiving NACK

	Antenna configuration at TRxP
	(8,4,2,1,1;2,4)
(dH, dV)=(0.5, 0.8)λ

	Antenna configuration at UE
	 (M,N,P,Mg,Ng; Mp,Np)= (1,1,2,1,1; 1,1)
(dH, dV)=(0.5, N/A)λ

	Scheduling
	PF

	Receiver
	MMSE-IRC

	Channel estimation
	Non-ideal

	UE Noise Figure
	9 dB

	Mechanic tilt
	90° in GCS (pointing to horizontal direction)

	Handover margin (dB)
	1 dB

	TRxP total transmit power
	41 dBm
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