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1 Introduction
This contribution considers remaining details on evaluation assumptions and provides evaluation results for UE power saving.
2 Evaluation methodology for UE power saving

2.1 Remaining details on power consumption model
Power consumption model for the case more than one power states in a slot
In RAN1#94bis meeting [1], total 7 power states are defined and relative power consumption for each of power state per slot is modelled. It is still open how to model relative power consumption for the case more than one power states are overlapped in a slot. We suggest the several assumptions/rules for determining the power consumption for the case as following:

1. Deep/light/micro sleep states are not overlapped in a slot.
· Not considered. Overlapping between different sleep states will never happen since the sleep state of a UE is determined based on whether the time interval for the sleep is larger than total transition time defined for each of sleep state or not.
2. DL and UL are not overlapped in a slot.
· If we consider a slot format including both DL and UL, additional power consumption modelling (e.g., transition energy from DL to UL) and rules for determining micro sleep state is required. In the end, the power consumption may need to be re-modelled based on symbol-level power consumption. Therefore, for simplicity, we suggest not to consider the slot formats including both DL and UL. Flexible symbol is also not considered. 
3. Overlapping between [PDCCH-only] and [SSB or CSI-RS proc.]
· It is assumed that PDCCH region is first 2-symbol in a slot, so that SSB would not be overlapped with PDCCH region in time. Also, CSI-RS cannot be overlapped with PDCCH region. In addition, PDCCH-only state includes micro-sleep region within the slot. Therefore, SSB or CSI-RS processing will be potentially happened in the time region which corresponds to the micro-sleep region for PDCCH-only state (of course not always, depending on the position of SSB/CSI-RS and PDCCH processing time). To avoid scaling power consumption in symbol-level, it can be considered that sum of powers of two states are consumed when they are overlapped.
4. Overlapping between [PDCCH-only] and [PDCCH + PDSCH]

· Not considered.
5. Overlapping between [PDCCH + PDSCH] and [SSB or CSI-RS proc.]
· The power consumption is determined by the power of [PDCCH+PDSCH] state. The additional power for SSB/CSI-RS processing during PDSCH processing can be negligible during PDSCH reception.
Proposal 1: Following power modeling for the case more than one power states in the slot are considered.
· [PDCCH-only] + [SSB or CSI-RS proc.] = 200

· [PDCCH + PDSCH] + [SSB or CSI-RS proc.] = 300

· It is assumed that other overlapping cases are not happened.

Power consumption model for power saving signal

Two types of power saving signal structures can be considered – DCI-based structure and sequence-based (including RS-based). As the baseline, the power consumption for DCI-based structure and sequence-based structure, the same power with [PDCCH-only] state and [SSB or CSI-RS proc.] state can be assumed, respectively. Therefore, for both structures, the power consumption for power saving signal is 100.
Proposal 2: Uses power consumption for power saving signal as 100.

2.2 Remaining details on power scaling model

Power scaling for PDCCH-only state w.r.t number of BDs
The PDCCH processing time can linearly decreases as the number of BDs decreases as shown in Figure 1. To simplify the formulation, we assumed that the power consumption for PDCCH reception and processing are the same. Based on these assumptions, we suggest power scaling for PDCCH-only state when the number BDs is reduced α % from the full BDs as follows: 

P(α) = α ∙ Pt + (1- α) ∙ 60,
where Pt is the reference power consumption for full BD case.
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Figure 1. Power consumption model for PDCCH-only state w.r.t. number of BDs
Proposal 3: Power scaling for PDCCH-only state w.r.t number BDs follows the equation as below:

P(α) = α ∙ Pt + (1 – α) ∙ 60
2.3 Remaining details on traffic model

Traffic model for video streaming
A buffered video streaming (e.g., Youtube, Netflix) traffic model is introduced in [2]. The video frame size (bytes) follows Weibull distribution with the following PDF.
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Depending on the video bit rate, the parameters to use are summarized in Table 1.
Table 1: Lambda and k parameter for video bit rate
	Traffic Model Class Identifier
	Video bit rate 
	λ
	k

	BV1
	2Mbps
	6950
	0.8099

	BV2
	4Mbps
	13900
	0.8099

	BV3
	6Mbps
	20850
	0.8099

	BV4
	8Mbps
	27800
	0.8099

	BV5
	10Mbps
	34750
	0.8099

	BV6
	15.6 Mpbs
	54210
	0.8099


Traffic model for gamming
According to [2], gaming traffic can be modelled by the Largest Extreme Value distribution. The parameters of initial packet arrival time, the packet inter arrival time, and the packet sizes are summarized in the Table 2.
Table 2: Parameters for gaming traffic model
	Component
	Distribution
	Parameters
	PDF

	
	DL
	UL
	DL
	UL
	

	Initial packet arrival (ms)
	Uniform
	Uniform
	a=0, 
b=20 
	a=0, 
b=20 
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	Packet arrival time (ms)
	Largest Extreme Value 
	Largest Extreme Value 
	a=15, 
b=7 
	a=23.5, 
b=10.5
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	Packet size (Byte)
	Largest Extreme Value 
	Largest Extreme Value 
	a=390, 
b=89
	a=158, 
b=26.2
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Proposal 4: Traffic model for video streaming and gamming in [2] can be a start point.
2.4 Evaluation results

In this section, we provide evaluation results by means of numerical analysis for the three scenarios as following:
Scenario 1) non DRX
· PDCCH monitoring periodicity is assumed as 0.5ms (=1slot for 30kHz SCS)

Scenario 2) DRX

· Assumptions for DRX configuration is in appendix.

· PDCCH monitoring periodicity is assumed as 0.5ms (=1slot for 30kHz SCS)

Scenario 3) Power saving

· Dynamic PDCCH monitoring adaptation is considered.

· PDCCH monitoring periodicity is adapted dynamically between 0.5ms and one of [20, 30, 40]ms

As the performance metric, we compare the power saving gain and latency for above scenarios. The power saving gain is obtained the reduced power consumption compared to the non DRX case.
2.4.1 FTP traffic model
Table 3 shows the evaluation results for FTP traffic model with mean arrival time of 200ms. For power saving scheme, it was assumed that dynamic PDCCH adaptation between 0.5ms and 40ms periodicity. The power saving scheme shows significant improvement in both power saving and latency compared to DRX mode. Figure 2 shows the time distribution of each power state. For DRX, PDCCH-only state occupies 33% of the time, while, for power saving state, it was just less than 2%. Figure 3 shows the evaluation results with varying inter arrival time from 60ms to 200ms. As inter arrival time decreases (i.e., as traffic load increases), the power saving gain from DRX decreases. For example, when the inter arrival time is 60ms, just 30% power saving gain is observed for DRX. On the other hand, power saving scheme shows very stable power saving gain around 90% gain regardless of the inter arrival time thanks to the dynamic adaptation considering traffic load.

Table 3. Evaluation results for FTP traffic model where mean arrival time is 200ms

	Performance metric
	non DRX
	DRX
	Power saving

	Avg. power saving gain
	0
	64.57 %
	91.65 %

	Avg. latency
	0.2520 ms
	44.57 ms
	12.19 ms
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Figure 2. Time distribution of each power state for FTP traffic.
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	Figure 3. Evaluation results for FTP traffic model according to inter arrival time


2.4.2 VoIP traffic model
Table 4 shows the evaluation results for VoIP traffic model where VAF=50% with/without packet bundling. For power saving scheme, it was assumed that dynamic PDCCH adaptation between 0.5ms and 20ms for the case without packet bundling and 0.5ms and 35ms for the case with packet bundling. The power saving scheme shows the best performance in terms of power saving gain and latency. 
Figure 4 and 5 show the time distribution of each power state with and without packet bundling, respectively. The PDCCH-only state is reduced from 20% to 7% for power saving scheme compared to DRX. 

Figure 6 and 7 depict the evaluation results with varying VAF value from 30% to 70% for the cases with and without packet bundling, respectively. It is observed that latency is dramatically reduced by using power saving scheme compared to DRX when packet bundling is considered.
Table 4. Evaluation results for VoIP traffic model where VAF = 50% and no packet bundling
	Performance metric
	non DRX
	DRX
	Power saving

	
	no packet bundling
	2 packet bundling
	no packet bundling
	2 packet bundling
	no packet bundling
	2 packet bundling

	Avg. power saving gain
	0
	0
	70.16%
	75.68%
	75.45 %
	84.11%

	Avg. latency
	0.23ms
	0.27ms
	14.33ms
	13.80ms
	4.68ms
	0.76ms
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Figure 4. Time distribution of each power state for VoIP traffic without packet bundling.
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Figure 5. Time distribution of each power state for VoIP traffic with 2-packet bundling.
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	Figure 6. Evaluation results for VoIP traffic model according to VAF without packet bundling.
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	Figure 7. Evaluation results for VoIP traffic model according to VAF with 2-packet bundling.

	


3 Conclusion

This contribution considered evaluation methodologies for UE power saving. Following proposals were made:
Proposal 1: Following power modeling for the case more than one power states in the slot are considered.

· [PDCCH-only] + [SSB or CSI-RS proc.] = 200

· [PDCCH + PDSCH] + [SSB or CSI-RS proc.] = 300

· It is assumed that other overlapping cases are not happened.

Proposal 2: Uses power consumption for power saving signal as 100.
Proposal 3: Power scaling for PDCCH-only state w.r.t number BDs follows the equation as below:

P(α) = α ∙ Pt + (1 – α) ∙ 60
Proposal 4: Traffic model for video streaming and gamming in [2] can be a start point.
4 Appendix: Evaluation Assumptions
Table 5. Assumption on power modeling
	Reference Configuration
	Power State
	Characteristics
	Relative Power 

	Downlink: TDD, FR1, 30 kHz SCS,  1CC, 100 MHz BW, PDCCH region of 2 symbol at beginning of a slot, k0 = 0, max. #CCE = 56, 36 PDCCH blind decoding, PDSCH of max data rate with 256QAM 4x4 MIMO, #RB for TRS = 52, 4RX, Capability 1
Uplink: TDD, FR1, 30 kHz SCS, 1CC, 100MHz BW, 1TX, 2 power levels 0dBm and 23dBm
Power values are averaged over the operations within a slot.
	Deep Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. Accurate timing may not be maintained.
	1 

	
	Light Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. 
	20

	
	Micro sleep
	Immediate transition is assumed for power saving study purpose from or to a non-sleep state
	45

	
	PDCCH-only
	No PDSCH and same-slot scheduling; this includes time for PDCCH decoding and any micro-sleep within the slot. 
	100

	
	SSB or 
CSI-RS proc.
	SSB can be used for fine time-frequency sync. and RSRP measurement of the serving/camping cell. FFS the power scaling for RRM of neighbor cells . TRS is the considered CSI-RS for sync. FFS the power scaling for processing other configurations of CSI-RS.
	100

	
	PDCCH + PDSCH
	PDCCH + PDSCH. ACK/NACK in long PUCCH is modeled by UL power state. FFS the power scaling for PDSCH-only slot.
	300 

	
	UL
	Long PUCCH or PUSCH. FFS the power scaling for short PUCCH and SRS.
	250 (0 dBm)

700 (23 dBm)


Table 6. Assumption on additional transition energy
	Sleep type
	Additional transition energy:

(Relative power x N ms)
	Total transition time

	Deep sleep
	450
	20 ms

	Light sleep
	100
	6 ms

	Micro sleep
	0 
	0 ms*

	* Immediate transition is assumed for power saving study purpose from or to a non-sleep state


Table 7. Assumption on C-DRX configuration
	Parameters
	Values

	DRX configuration
	For VoIP,

· C-DRX cycle: 40ms

· InactivityTimer: 10ms

· OnDuration: 4ms

For FTP, 

· C-DRX cycle: 160ms

· InactivityTimer: 100ms

· OnDuration: 8ms


Table 8. Assumption on FTP traffic model
	Parameters
	Characterization

	Traffic model
	FTP model 3

	Packet size
	0.1 Mbytes

	Mean inter-arrival time
	200ms


Table 9. Assumption on VoIP traffic model [3]
	Parameter
	Characterization

	Traffic model
	2-state voice activity model

	Codec 
	RTP AMR 12.2, 

Source rate 12.2 kbps

	Encoder frame length
	20 ms

	Voice activity factor (VAF)
	50% (c=0.01, d=0.99)

	SID payload
	Modelled

15 bytes (5Bytes + header)

SID packet every 160ms during silence

	Protocol Overhead with compressed header
	10 bit + padding (RTP-pre-header)

4Byte (RTP/UDP/IP) 
2 Byte (RLC/security)
16 bits (CRC)

	Total voice payload on air interface
	40bytes (AMR 12.2)
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