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1. Introductions
In RAN1 #94bis, most of the power model and simulation methodology are provided for power saving evaluation [1]. In this contribution, we discuss the remaining aspects for evaluation methodology including traffic model, power model, evaluation methodology and calibration results for NR UE power saving.
2. Remaining issues for evaluation methodology
2.1 Traffic model

FTP Model 3
In RAN1 #94bis, it is agreed that applications including FTP, web-browsing, video streaming, instant messaging, VoIP, gaming, background app sync can be considered for traffic modelling for power saving proposal evaluation [1]. FTP model 3 should be included in the evaluation for at least FTP application. Modification to the parameters is not precluded. Other bursty traffic arrival models can be considered. 
In Table 1, the related charicteristic for FTP model 3, gaming, VoIP are analyzed. Exponential distribution for packet arrival is asumed for FTP model 3. However, for online gaming and VoIP, their inter-packet arrival is quite different from exponential distribution. Since FTP model 3 is widely used in 3GPP, it is proposed that FTP Model 3 with some modifications, is used to model at least FTP, web-browsing, and instant messaging applications.
Proposal 1: FTP Model 3 with some modifications, is used to model at least FTP, web-browsing and instant messaging applications. 

Table 1. Proposed traffic models and related charicteristic for UE power saving
	No
	Traffic model
	Traffic Charicteristic

	1
	FTP model 3
	· Large packets size, e.g, Mbytes

· Less frequent packet arrival (exponential distribution), e.g., hundreds of ms or several seconds

	2
	Gaming
	· Smaller packets size, e.g., hundreds of bytes

· Frequent and random packet arrival (Largest Extreme Value Distribution), e.g., tens of ms

	3
	VoIP
	· Small packets size, e.g., tens of bytes

· Shorter and fixed packet arrival, e.g., tens of ms

· Asymmetric in UL and DL traffic


VoIP

In last meeting, it is agreed that VoIP can be considered for traffic modelling for power saving proposal evaluation [1]. The widely used VoIP model with detailed parameters in R1-070674 [2] should be used for power saving simulation. In R1-070674, there is some definitions for delay budget as follows. When modeling VoIP, 50ms one way delay budget should be considered.
A VoIP user is in outage (not satisfied) if 98% radio interface tail latency of this user is greater than 50 ms. This assumes an end-to-end delay below 200 ms for mobile-to-mobile communications. The system capacity is defined as the number of users in the cell when more than 95% of the users are satisfied.

Proposal 2: The parameters and delay requirement for VoIP traffic model in R1-070674 is used for UE power saving.
Table 2. Parameter for VoIP 

	Parameter
	Characterization

	Codec 
	RTP AMR 12.2, Source rate 12.2 kbps

	Encoder frame length
	20 ms

	Voice activity factor (VAF)
	50% (c=0.01, d=0.99)

	SID payload
	Modelled
15 bytes (5Bytes + header)
SID packet every 160ms during silence

	Total voice payload on air interface
	40bytes (AMR 12.2)

	One way delay budget
	50ms
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Figure 1: 2-state voice activity model
In the model, as shown in Figure 2, the probability of transitioning from state 1 (the active speech state) to state 0 (the inactive or silent state) while in state 1 is equal to 
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, while the probability of transitioning from state 0 to state 1 while in state 0 is 
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. The model is assumed updated at the speech encoder frame rate 
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 is the encoder frame duration (typically, 20ms). Other details of VoIP modeling can be find in R1-070674 [2].
Online gaming
3GPP already gives some guidance for gaming modeling in [2]. To verify the gaming model given in Table 3 and Table 4 by 3GPP [2], we carried out some tests for online gaming. In general, the tested online gaming traffic matches the model proposed by 3GPP in R1-070674 well, except that the packet size by 3GPP is quite smaller than the tested results. So we propose to reuse the 3GPP gaming model in R1-070674 with updating the packet size in Table 3 and Table 4. The details of gaming tests and modeling can be found in [3].
To model the impact of packet delay, in R1-070674, the following is defined. Note that the delay requirement is suitable for both UL and DL packets.
	To simulate the random timing relationship between client traffic packet arrival and uplink frame boundary, the starting time of a network gaming mobile is uniformly distributed within [0,40 ms].

A maximum delay of 160 ms is applied to all uplink packets, i.e. a packet is dropped by the mobile station if any part of the packet has not started physical layer transmission, including HARQ operation, 160 ms after entering the mobile station buffer. The packet delay of a dropped packet is counted as 180 ms.

A mobile network gaming user is in outage if the average packet delay is greater than 60 ms. The average delay is the average of the delays of all packets, including the delay of packets delivered and the delay of packets dropped.


Proposal 3: The parameters and delay requirement for gaming traffic model in R1-070674 is used for UE power saving, with updated packet sizes in Table 3 and Table 4 in R1-1812329.
Table 3: Uplink Gaming Network Traffic Parameters
	Parameter
	Statistical Characterization

	Initial packet arrival 
	Uniform Distribution
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	Packet arrival
	Deterministic, 40 ms

	Packet size
	Largest Extreme Value Distribution (also known as Fisher-Tippett distribution)
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, a = 130 Bytes, b = 5.7

Values for this distribution can be generated by the following procedure:
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Because packet size has to be integer number of bytes, the largest integer less than or equal to x is used as the actual packet size

	UDP header
	Deterministic (2 Bytes). This is added to the packet size accounting for the UDP header after header compression.


Table 4: Downlink Gaming Network Traffic Parameters

	Parameter
	Statistical Characterization

	Initial packet arrival 
	Uniform Distribution
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	Packet arrival
	Largest Extreme Value Distribution (also known as Fisher-Tippett distribution)
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Values for this distribution can be generated by the following procedure:
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	Packet size
	Largest Extreme Value Distribution (also known as Fisher-Tippett distribution)

a = 220 Bytes, b = 36

	UDP header
	Deterministic (2 Bytes). This is added to the packet size accounting for the UDP header after header compression.


2.2 Remaining issues for Power model and RRM measurements

Model for cell identification and measurement

Firstly, performing cell identification and measurement in different slots or same slots are both UE implementation.  It is up to each company to report. 

Secondly, for UE performing cell identification and measurement in the same slot, it is not practical for UE to perform cell identification for every measurement. The probability of performing cell identification can be a fraction of performing SSB measurements, According to the current RAN4 specification, we prefer to have an assumption that the probability of performing cell identification when also performing measurements is 1 / 3.
For example, assuming no DRX case, based on the basic assumption, the SMTC period = 20ms, then
· Up to 5 SMTC within 600ms is sufficient for cell identification.

· Up to 5 SMTC within 200ms is sufficient for SSB measurement.

Hence, 

· In every 600ms, 5 out of 30 SMTC windows may be necessary for cell identification

· In every 200ms, 5 out of 10 SMTC windows may be necessary for SSB measurement.

Then, the probability of performing cell identification when also performing SSB measurements is approximate 1 / 3. To be more generally, T SSB_measurement_period_intra/ TPSS/SSS_sync_intra, this probability is 1/3 when SMTC period is less or equaled to 40ms.
Combined power model
This issue first comes from how to calculate the power consumption when UE performing cell identification and measurement in the same slot. 
However, there are more cases which require to study how to combine the power consumption for different operations. For example, so far, the following cases need further study for power consumption calculation.
· pdcch & measure

· pdcch & pdsch & measure

· pdcch & cell search

· pdcch & pdsch & cell search

· measure & cell search

· pdcch & measure & cell search

· pdcch & pdsch & measure & cell search
Considering various combinations, it is necessary to study in general on how to combine the power consumption for multiple power states. Possible approaches for simplicity can be:
· Alt 1: Sum of the power numbers for different power states
· Alt 2: Subtracting a common part from the sum 
Since the RF part are mainly the common part for the power consumption when UE in multi-state. We prefer to use Alt 2 as the start point. The value of common part for simplicity can be a fixed value regardless of different multiple power state combinations.
2Rx and 4Rx switching period and power consumption
The power consumption for measurement / cell identification from 4RX to 2RX can be reduced. But for different RX antenna number assumptions for measurement/cell identification and data reception, we may need to discuss a bit more before agreeing on that. For example, for RRC CONNECTED, if 4RX is used for data reception and 2RX is used for cell identification, we need also to consider the followings, such as 

· How fast/frequent UE switches from 4Rx to 2RX

· Whether the power consumption for switching from 2RX to 4RX need to be considered

Further discussion on how to model the different RX antenna number assumption for measurement/cell identification and data reception is needed. If dynamic UE Rx antenna is used in the evaluation, the power consumption for switching 2Rx/4Rx should be included.
Proposal 4: the followings for RRM are proposed

· Assuming the probability of performing cell identification when also performing measurements is 1 / 3 for UE power saving evaluation.
· For calculation power consumption for multiple power states, subtracting a fixed value from the sum is the start point for further discussion. 
· If dynamic UE Rx antenna is used in the evaluation, the power consumption for switching 2Rx/4Rx should be included.
2.3 Evaluation methodology

In RAN1 #94bis, the following evaluation methodology is agreed.
	Agreements:

· Percentage power consumption reduction from the baseline scheme will be used to express the power saving gain

· FFS: For the case multiple applications are evaluated, whether power consumption is the overall DoU power across the applications

· Latency of packet or scheduling delay, user throughput, system throughput and/or resource utilization/overhead (if applicable) should be reported as the result of the evaluation, in addition to power saving gain.

· If a new signal/channel is introduced, performance, complexity, & overhead for reception of the signal/channel should be evaluated. If the new signal is used for detection, false alarm rate and misdetection rate should be evaluated.

· Numerical analysis, system level simulation, and link level simulation are included as evaluation methods for power saving proposals. At least one of the methods should be selected and used for evaluation of a specific power saving proposal.

· FFS: Criteria for selection of the methods, including the possibility of up to each company


Numerical analysis, system level simulation, and link level simulation are agreed to be used for different metric. Table 5 summarizes the evaluation metric and their relevant evaluation methods. Details of evaluation methods are described in subsections.

Proposal 5: Use Table 5 in R1-1812329 for Evaluation method and Evaluation Metric mapping.
Table 5. Evaluation Metric and the relevant evaluation method
	Objective
	Evaluation Metric
	Evaluation method

	1-a
	Power saving gain
	· Numerical analysis, or

· System level simulation

	
	Latency of packets/user throughput 
	· Numerical analysis, or
· System level simulation

	1-b
	Quality of power saving signal/channel
	· Link level simulation

	
	System overhead of power saving signals/channels
	· Numerical analysis

	2
	Power saving gain
	· Numerical analysis

	
	RRM measurements accuracy
	· Link level simulation


2.3.1 Numerical analysis
To assess the power saving gain for power saving schemes, single user power consumption numerical analysis can be done. The baseline is Rel-15 mechanisms. Users with different channel conditions can be tested, e.g., low, medium and high SINR or RSRP can be considered. Configurations for Rel-15 schemes, e.g. DRX settings, PDCCH monitoring parameters, and enhanced schemes in R16 should be reported by companies. Traffic arrival and traffic can be based on the traffic models agreed in last meeting. 
Numerical analysis consists of two following steps:

Identify the power models for different UE operating modes.

This is already discussed and some are agreed in last meeting. 
Evaluation of performance metric based on the power model

Typical eMBB traffic types, such as gaming, VoIP and ftp model 3, etc can be used for evaluation, which includes the traffic arrival rate and packet sizes.  
Based on the given traffic model, for a targeting user throughput, the UE power consumption can be calculated by the following equation (1), where the  time duration for UE operating mode can be obtained from system level evaluation. 
· Calculate total power consumption according to the power model for different UE behaviors, i.e., 
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where 
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is the index of operating mode;

The latency of each packet can be obtained by: 
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The system overhead of power saving signals/channels can be counted if power saving signals/channels are configured by power saving schemes.
2.3.2 System level simulation
The duration of different operating modes for different UEs can also be provided by multi-user system-level simulation if necessary. System level simulation is optional. 
2.3.3 Link level simulation
As mentioned in Section 2.3, link level simulation is needed to evaluate the quality of power saving signal/channel, and the RRM measurements accuracy. To to evaluate the quality of power saving signal/channel, the simulation assumptions as specified in Table A1.5-1 in TR38.802 should be the basis for link-level simulation evaluation.
For RRM measurements enhancement, if additional RS or measurement reduction are introduced, the measurements accuracy (e.g., RSRP) need to be evaluated by link-level simulation. Table 6 gives the simulation assumptions for RSRP accuracy evaluation. In our companion paper [4], simulation assumptions for RSRP accuracy evaluation is proposed, which is listed in Table 6 below.
Proposal 6: Use Table 6 in R1-1812329 for RRM accuracy evaluation.
Table 6: Simulation assumptions for RSRP accuracy evaluation
	Simulation parameters
	values

	bandwidth
	120 MHz

	Channel model
	TDL-C Low 100ns 3Km/h and 30Km/h
1X2

	Measurement period(paging cycle)
	320ms, 640ms,1280ms

	Number of measurement samples per measurement period (MP)
	Idle state: 1 or 2;

Connected state: company report

	Subcarrier spacing
	15 kHz

	Number of SS blocks per SS burst set
	1

	SS burst periodicity
	20ms

	New measurement RS
	1) company report

	L3 filter
	Defined in section 5.5.3.2 in TS 38.331
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Where a = 1/2(k/4) ,k depends on company report

	Evaluation metric
	Delta RSRP(dB) = measured RSRP – ideal RSRP


3. Calibration results
In RAN1 94bis, it is agreed to do calibration for FTP model 3 and VoIP with and without CDRX, based on the agreed power model for FR1. In our calibration, UE choose different sleep type according to Tabel 7 to minimize the power. Based on Table 7, the calibration results for for FTP model 3 and VoIP are shown in Table 8 - 10, respectively. For detailed assumptions and obsrvations, please refer to our companian paper [5].  
Observation 1: UE could select a most power efficient sleep state based on the time duration available for sleep. Table 7 in R1-1812329 can be used for evaluation. 
Observation 2: According to the calibration results for FTP model 3, the modelled CDRX can save ~62% UE energy, compared with no CDRX. 
Observation 3: For both cases with and without DRX, ~90% UE energy is consumed by PDCCH only. PDCCH with PDSCH state consumes up to 2% of UE energy.
Observation 4: According to the calibration results for VoIP traffic, the modelled CDRX can save ~60% UE energy, compared with no CDRX. 
Observation 5: Even with the modelled CDRX, ~60% UE energy is consumed by PDCCH only monitoring.
Table 7. Relation between the sleep state and the available time for sleep
	Time duration available for sleep [X] 
	Sleep state

	X>=20ms
	Deep sleep

	20ms >X >=6ms
	Light sleep

	6ms > X>0ms
	Micro sleep


Table 8. Power calibration results for ftp Model 3 with and without CDRX

	Power State
	PDCCH only
	PDCCH +PDSCH
	Deep sleep
	Light sleep
	Micro sleep
	Average Relative Power per ms

	Without CDRX
	Time distribution
	99.75%
	0.25%
	0%
	0%
	0%
	100.50

	
	Energy distribution
	99.25%
	0.75%
	0%
	0%
	0%
	

	With CDRX
	Time distribution
	34.68%
	0.25%
	64.94%
	0.13%
	0.01%
	38.60

	
	Energy distribution
	89.83%
	1.91%
	8.15%
	0.09%
	0.02%
	


Table 9. Power calibration results for VoIP with and without CDRX (Alt 1: Two continuous voice packets are always bundled and transmitted in one slot)
	Power State
	PDCCH only
	PDCCH +PDSCH
	Deep sleep
	Light sleep
	Micro sleep
	Average Relative Power per ms

	Without CDRX
	Time distribution
	99.22%
	0.78%
	0%
	0%
	0%
	100.56

	
	Energy distribution
	97.69%
	2.31%
	0%
	0%
	0%
	

	With CDRX
	Time distribution
	19.70%
	0.78%
	79.37%
	0.15%
	0%
	34.09

	
	Energy distribution
	57.79%
	6.88%
	35.23%
	0.11%
	0%
	


Table 10. Power calibration results for VoIP with and without CDRX (Alt 2: Two continuous voice packets are always bundled and transmitted in one slot)
	Power State
	PDCCH only
	PDCCH +PDSCH
	Deep sleep
	Light sleep
	Micro sleep
	Average Relative Power per ms

	Without CDRX
	Time ratio
	98.59%
	1.41%
	0%
	0%
	0%
	102.81

	
	Energy ratio
	95.90%
	4.10%
	0%
	0%
	0%
	

	With CDRX
	Time ratio
	22.40%
	1.09%
	75.90%
	0.61%
	0%
	37.70

	
	Energy ratio
	59.41%
	8.70%
	31.48%
	0.41%
	0%
	


4. Conclusions
In this contribution, the remaining aspects for evaluation methodology including traffic model, power model, evaluation methodology and calibration results for NR UE power saving are discussed. The following proposals and observation are given.
Proposal 1: FTP Model 3 with some modifications, is used to model at least FTP, web-browsing and instant messaging applications.

Proposal 2: The parameters and delay requirement for VoIP traffic model in R1-070674 is used for UE power saving.

Proposal 3: The parameters and delay requirement for gaming traffic model in R1-070674 is used for UE power saving, with updated packet size in Table 3 and Table 4 in R1-1812329.

Proposal 4: the followings for RRM are proposed

· Assuming the probability of performing cell identification when also performing measurements is 1 / 3 for UE power saving evaluation.
· For calculation power consumption for multiple power states, subtracting a fixed value from the sum is the start point for further discussion. 
· If dynamic UE Rx antenna is used in the evaluation, the power consumption for switching 2Rx/4Rx should be included.
Proposal 5: Use Table 5 in R1-1812329 for Evaluation method and Evaluation Metric mapping.

Proposal 6: Use Table 6 in R1-1812329 for RRM accuracy evaluation.
Observation 1: UE could select a most power efficient sleep state based on the time duration available for sleep. Table 7 in R1-1812329 can be used for evaluation. 
Observation 2: According to the calibration results for FTP model 3, the modelled CDRX can save ~62% UE energy, compared with no CDRX. 
Observation 3: For both cases with and without DRX, ~90% UE energy is consumed by PDCCH only. PDCCH with PDSCH state consumes up to 2% of UE energy.
Observation 4: According to the calibration results for VoIP traffic, the modelled CDRX can save ~60% UE energy, compared with no CDRX. 
Observation 5: Even with the modelled CDRX, ~60% UE energy is consumed by PDCCH only monitoring.
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