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1 [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In Rel-15 NR Non-orthogonal Multiple Access (NOMA) SID, the following objectives have been identified for the study of NoMA transmitter side signal processing [1]: 
1.1 Transmitter side signal processing schemes for non-orthogonal multiple access [RAN1]:
· Modulation and symbol level processing, including spreading, repetition, interleaving, new constellation mapping, etc.
· Coded bit level processing including interleaving and/or scrambling, etc.
· Symbol to resource element mapping, sparse or not, etc.
· Demodulation reference signal. Other signal is not excluded.
In RAN1#93, it is further agreed that
Detailed transmission schemes particularly MA signature design per scheme will be captured in TR. Performance and complexity comparisons and observation/conclusion should at least be made scheme-wise. 
In this contribution, we discuss the main principals on the design of a NOMA transmitter. 
2 [bookmark: _Toc490580573][bookmark: _Toc490731320]Principals on NOMA Transmitter Side Design
In [2], a NOMA transmitter processing is summarized in a general structure as shown in the figure below, where the blocks in black and white reuse the current NR design, while new blocks with specification impact are highlighted in green.
[image: ]
Figure 1. General structure of NOMA transmitter processing
In general, a NoMA transmitter directly maps a sequence of the coded binary bits of a UE to a number of the available transmission resources by some user-specific operations to help a receiver separate the superposed multi-user signals with a reasonable complexity.
Since NR has already supported a UE-specific scrambling operation, we can describe a NOMA transmitter into two logical mapping functions: bits-to-symbols and symbols-to-REs. In the sequel, we elaborate more on the design principles for these two mapping functions to optimize NOMA performance in various scenarios, especially when the overloading ratio is high.
2.1 Bits-to-Symbols Mapping of NOMA
2.1.1 Symbol-level Spreading
The major goal of the bits-to-symbols mapping in NOMA is to provide larger signal dimension to allow more flexible and efficient user separation at the receiver side through UE/layer specific symbol-level spreading as shown in Figure 1. To do this, one approach is to separate this step into two; mapping of bits to a single complex symbol through the legacy modulation operation (e.g. QAM modulation), and then repeating the modulated symbol through UE-specific spreading sequences to generate the symbol block, which is also known as linear spreading. The other approach is to jointly map the input bit steam to the symbol block, which is also referred to as joint mapping, modified modulation or joint modulation and spreading. In the following, we provide more detailed benefits of the joint mapping compared to repetition mapping (linear spreading).
1) Better distance properties and coding gain
In theory, the M-bit to m-symbol mapping can be represented by a  table in which each column represents the symbol sequence in term of an index of the input bit stream. These tables for 8-point, 16-point and 64-point modulations with mapping length of 2 are given in Tables A-2 to A-4 in the appendix. Figure 2 shows an example of 16-point joint mapping over two symbols which is also given in Table A-3 in the appendix.
Joint mapping naturally provides more degrees of freedom to optimize the constellations across multiple symbols, which is proved by link-level simulation results shown in Figures 3 and 4. In this particular example, by adjusting the labeling of the input binary bits to the constellation points for each RE, joint mapping can optimize the overall distances (Euclidean/product). 
In contrast, a linear spreading scheme (sequence-based or repetition based spreading) has no means to improve the overall distance property. This explains the link-level performance gain of the 16-point joint mapping against linear spreading over 16QAM over two REs in Figure 3. Similar gain can be observed with the joint mapping of 64-point SCMA over two REs (based on the mapping given in Table A-4 in the appendix) against linear spreading over two 64QAM symbols, as shown in Figure 4. More details about the simulation parameters can be found in table A-1 in the appendix. 
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Figure 2. Example of 2-symbol mapping for 16-point constellation
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	Figure 3. Example of single user performance comparison between the 16-point joint mapping against linear spreading over 16QAM over two REs in both AWGN and fading channels
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	Figure 4. Example of single user performance comparison between the 64-point joint mapping against linear spreading over 64QAM over two REs in both AWGN and fading channels
	


Observation 1: The joint design of bits-to-symbols mapping for NOMA provides more flexibility and better distance properties than sequence or repetition based linear spreading.
Some examples of joint mapping can be expressed as formula for simpler representation expressing the relation between the input bit stream b and the output symbol sequence x. For example, the 8-point mapping over two symbols given in table A-2 in the appendix can also be represented as:
.
This may imply that the joint mapping is equivalent to multi-branch implementation of the linear spreading, as in the above example,  can equivalently be written as superposition of three BPSK symbols spread over two tones with the spreading sequences of , respectively. However, this statement in general is not true. An example is the 64-point mapping given in table A-4 which cannot be expressed as multi-branch operation of any linear spreading codes. As confirmed in Figure 5, this mapping function out-performs the linear spreading, even if the optimum configuration in terms of spreading factor, number of layers, as well as the receiver, is used for linear spreading. Details of the simulation assumptions can be found in table A-5 in the appendix.
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Figure 5. Multi-user performance of 64-point joint mapping against linear spreading with optimum configuration.
Observation 2: The joint bits-to-symbols mapping for NOMA provides a general and flexible framework which also include multi-branch linear spreading as special case. However, these two are not equivalent.
Another important point worth mentioning is the repetition used in the linear spreading schemes cost the coding loss even compared to the baseline contention-based OFDM (or NR MU-MIMO) scheme. This coding loss in the single-user performance is carried on to the multi-user performance. As can be observed in Figure 6, linear spreading has performance loss compared to the baseline up to 6 users with 2 receiver antennas and 12 users with 4 receive antennas. Some companies suggest that the baseline contention-based OFDM can be regarded as special case of linear spreading with SF=1. However, there is no symbol-level spreading operation is performed in the baseline scheme and therefore, it should not be considered as a spreading-based scheme.
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	(a) TDLA30, 1T2R, 6UE, 60 Bytes
	(b) TDLA30, 1T4R, 12UE, 60 Bytes


Figure 6. BLER performance of linear spreading and the baseline NR MU-MIMO 
Observation 3: Linear spreading suffers from coding loss compared to the baseline contention-based OFDM (NR MU-MIMO) scheme which is reflected on the multi-user performance up to12 UEs when TBS is 60 bytes, depending on the scenario. Further, baseline NR-MIMO should not be regarded as spreading-based scheme.
2) Higher modulation granularity
Compared with a linear spreading over one symbol QAM modulation, joint mapping enables an efficient 8-point mapping of three binary bits over two symbols, as shown in Figure 7 (correspondent table A-2). This equips NOMA scheme with a finer granularity on the optimization and configuration over the modulation sizes and FEC coding rates, the benefit of which is shown in Figure 8: an 8-point joint mapping outperforms a linear spreading over both QPSK and 16QAM modulations. Details about the simulation parameters are in Table A-6 in the appendix. 
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Figure 7. Example of joint mapping of three bits to two REs
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	Figure 8. Example of single user performance of 8-point joint mapping vs. linear spreading (sequence or repetition based) in AWGN and fading channels


Observation 4: The joint design of bits-to-symbols mapping for NOMA provides more modulation granularity than the sequence or repetition based linear spreading.
3) Robustness to network changes 
One of the key metrics for NOMA design is robustness to the changes in the network which is very crucial for grant-free transmission in particular. One example is the change in the number of active UEs due to sporadic traffic. It is important to have a design which gives a good performance which is, at the same time, not sensitive to the changes in the network parameters.
In theory, linear spreading can adapt the transmit configuration by the following:
· Spreading factor: smaller values of spreading factor means less repetition in the symbol domain and this leads to higher coding gain, at the cost of less UE separation capability due to limited signal dimension. On the contrary, increasing the spreading factor provides more degrees of freedom for UE separation when the overloading is high at the cost of coding loss due to the symbol repetition (as illustrated in the above figures). 
· Number of branches: similar to spreading factor, number of branches provides a tradeoff between the coding gain and UE separation capability. For a given spreading block length, for small number of users, higher number of branches is more preferable while for large number of users, single-branch operation is mostly desired.
From the above discussion, it can be implied that linear spreading cannot provide a universal configuration (in terms of spreading factor and number of layers) which is good for all ranges of number of users. This observation is confirmed in Figure 9 in which two adaptation approaches for linear spreading are examined against the changes in the number of users compared to a single configuration for joint mapping. Two examples of linear spreading are given as MUSA [3] which adapts the transmit configuration by changing the spreading factor (2 and 4 in this example) and RSMA [4] which adapts the transmit configuration by changing the number of branches (1 and 2 in this example). It can be observed that neither of these configurations is capable of providing both good and robust NOMA performance against changing the number of users. On the contrary, SCMA who utilizes the joint bits-to-symbols mapping, can provide a good and robust performance with a single configuration.
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(a). mMTC, 1T2R, ICE, 40 Bytes, Equal SNR             (b). mMTC, 1T2R, ICE, 60 Bytes, Equal SNR
Figure 9. Example of NOMA performance with joint bits-to-symbols mapping against linear spreading in grant-free transmission scenario
Observation 5: The joint design of bits-to-symbols mapping for NOMA provides more robustness towards network changes in grant-free transmission.
4) Better and more robust PAPR performance
The flexibility in the joint bits-to-symbols mapping of NOMA enables having a very low-PAPR transmission scheme which is much better than the baseline QAM. An example is given in table A-7 and the corresponding PAPR curve is given in the following figure.
On the other hand, as shown in the Figure 10, other examples of joint mapping functions, regardless of the symbol-to-RE mapping pattern and multi-branch operation, provide comparable PAPR performance to the baseline QAM, which means the PAPR performance is robust against any configuration used for joint bits-to-symbols mapping in the NOMA transmit design.
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	(a). SCMA-4p, single branch
	(b). SCMA-8p, single branch
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	(c). SCMA-16p, single branch 
	(d). SCMA-16p, two branches


Figure 10. PAPR performance of joint mapping with different mapping functions, symbol-to-RE mapping patterns, and multi-branch operation
On the contrary, linear spreading is proved to be very sensitive to the spreading sequence used [5] which shows some spreading sequences have very high PAPR/CM. Although some techniques are introduced to regulate the PAPR of the spreading sequences, including symbol-dependent spreading[5], time-domain spreading [3] and symbol-level scrambling [4], they prevent achieving better PAPR than the baseline, which can be done by using joint mapping.
In addition, linear spreading causes even more PAPR degradation when multi-branch operation is used. An example is shown in Figure 11 where the PAPR performance of linear spreading scheme RSMA is given for different number of branches. However, joint mapping, combined with sparse symbol-to-RE mapping is shown to be robust against the multi-branch operation, as confirmed in Figure 11. 
[image: ]
Figure 11. PAPR comparison between joint bits-to-symbols mapping and linear spreading
Observation 6: The joint design of bits-to-symbols mapping for NOMA provides efficient and robust PAPR/CM performance compared to linear spreading.
5) Easier representation
Due to the efficiency of joint bits-to-symbols mapping design for NOMA, the mapping length can be fixed to 2 in all mapping functions. This gives an extra benefit of decoupling the symbol generation (bits-to-symbols mapping) with the overall symbol mapping (through defining symbol-to-RE mapping rule). In other words, once the mapping function is given (as a table or formula), there is no extra effort for overall signal representation once the spreading block length (which includes the mapping block length of 2 plus zero symbols) is given. On the contrary, in linear spreading, every spreading block length requires defining a specific table of sequences which means a significant specification impact. 
In addition, as explained previously, linear spreading needs to consider all kinds of configurations and optimizations, including defining new sequences, and adaptation in terms of number of branches, spreading factor and modulation order in order to get the same performance as joint mapping. For example, generation of the joint 16-point mapping in Figure 2, requires defining new sequences of  and  in conjunction with QPSK modulation while, generation of the joint 8-point mapping in Figure 4 requires defining 3 sequences of  in conjunction with the BPSK modulator. 
2.1.2 Symbol-level Scrambling
Symbol-level scrambling can also be used in the bits-to-symbols mapping process. Mathematically, symbol-level scrambling can be implemented by element-wise multiplication of the symbol sequence by a complex scrambling sequence. The UE separation is achieved by configuring the scrambling sequence to be UE-specific. Note that unlike symbol-level spreading, symbol-level scrambling does not increase the signal dimension and thus cannot provide strong UE separation capability. In addition, using UE-specific scrambling on top of symbol-level spreading will corrupt the code structure provided by spreading sequences which can result in poorer multi-user detection performance. Cell-specific symbol-level scrambling is proposed as an alternative solution mainly to PAPR reduction of linear spreading as well as randomizing the inter-cell interference. However, there are still some issues exist for symbol-level scrambling from PAPR and inter-cell interference aspects as explained in the sequel. 
· PAPR
Symbol-level scrambling can increase or have no impact on the PAPR of some NOMA schemes. In Figure 12(a) and 12(b), the results show that symbol-level scrambling may increase or have no impact on the PAPR for some NOMA schemes in the case of DFT-s-OFDM. In Figure 12(c) and 12(d), the results show that symbol-level scrambling has no impact on the PAPR of some NOMA schemes for CP-OFDM, e.g., SCMA, LCRS, or MUSA with time-domain spreading over OFDM symbols. 
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	(a). SCMA-4p, DFT-s-OFDM
	(b). SCMA-8p and LCRS-QPSK, DFT-s-OFDM
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	(c). SCMA-16p, LCRS-QPSK, CP-OFDM
	(d). MUSA-QPSK with TD-spreading, CP-OFDM


Figure 12. PAPR of NOMA schemes with and without symbol-level scrambler
Observation 7: Symbol-level scrambling can increase or have no impact on the PAPR of some NOMA schemes.
· Inter-cell interference
For sequence spreading based schemes, when the same sequence is used for neighbor cells, then sequence collision happens and the inter-cell interference will be high. With symbol-level scrambling, the correlation between spreading sequences can be randomized from block to block, thus there will be no consistent sequence collision. On the other hand, if orthogonal sequences are used for neighbor cells, then additional symbol-level scrambling will also increase the interference.
Some NOMA schemes, e.g. SCMA, IGMA, LCRS, do not rely on the low correlation between signatures to separate the signal of UEs. Then, symbol-level scrambling is not necessary for these schemes. The evaluation results in Figure 13 show that SCMA without cell-specific symbol-level scrambling can perform better than RSMA with cell-specific symbol-level scrambling. This means the intrinsic robustness to signature collision is more important to solve the inter-cell interference problem. The detailed evaluation parameters of the simulation are listed in table A-8 in the Appendix. 
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	(a). 20 Bytes, 4 Interfering UEs, PO = -6dB
	(b). 20 Bytes, 4 Interfering UEs, PO = -3dB
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	(c). 40 Bytes, 4 Interfering UEs, PO = -6dB
	(d). 40 Bytes, 4 Interfering UEs, PO = -3dB


Figure 13. BLER performance of NOMA schemes (TDL-C, 300ns, 1T2R)
Observation 8: Symbol-level scrambling does not necessarily lead to better NOMA performance with inter-cell interference. Some NOMA schemes without symbol-level scrambling performs better than some others with cell-specific symbol-level scrambling.
Observation 9: Symbol-level scrambling is not beneficial for NOMA transmit design.
2.2 Symbols-to-REs mapping of NOMA
Symbols-to-REs mapping provides an additional degree of freedom for mitigating the inter-user interference which can be utilized in NOMA transmit design to facilitate the low complexity implementation of the NOMA receivers. In theory, the sparse symbol-to-RE mapping of NOMA maps the symbols onto m elements in a block of N elements, wherein the rest (N – m) elements are of value 0. Symbols-to-RE mappings for NOMA can be designed in a UE specific manner by configuring the following parameters:
· Sparsity level is designated as the ratio of the non-zero elements (m) to all available REs in a given mapping block (N). The NOMA transmitter configures it for optimal performance by adjusting the channel coding gain and the MUD mitigation capability.
· Sparse pattern defines the locations of the non-zero elements in the group of REs of a mapping block.  The pattern can be repeated throughout the available bandwidth. For example, the sparse patterns of sparse level 50% over the mapping block of size 4 are

In practice, the symbols-to-REs mapping can also be integrated with the bits-to-symbols mapping to generate the symbol sequence (including zeros) directly from a sequence of coded bits.
The benefits of sparse Symbols-to-RE mappings for NOMA can be summarized as follows:
· Receiver complexity reduction: Having sparsity in the mapping of symbols to REs provides less user collision per RE which reduces the receiver complexity for various types of receivers including the baseline LMMSE receiver as well as MPA, EPA receivers. 
· Detection Flexibility: having a benefit of low UE collision per UE enables efficient and low complexity ML/MPA detection (based on the actual pmf) on top of sub-optimal detectors working based on Gaussian approximation of the pmf (MMSE and EPA). In fact, having configurable sparsity in the symbols-to-RE mapping design of NOMA enables a tandem solution that can utilize different type of receiver solutions on a single platform to optimize the best tradeoff between the performance and complexity. More details can be found in [6].  
· Better performance: Schemes based on non-sparse RE mapping rely either on symbol structure provided by spreading to put the decoding burden on multi-user detector or on the other extreme, put all the burden on the FEC decoder by lowering the code rate and providing outer-loop iterations between FEC and MUD to exploit the turbo principal. However, there are scenarios that neither of these extreme designs are optimal; In fact, as shown in the following figure, proper design of sparse symbols-to-REs mapping provides a good tradeoff between the coding gain and the multi-user interference mitigation capability which gives a better NOMA performance.
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	(a) TDLC300, 1T4R, 10UE, 20 Bytes
	(b) TDLC300, 1T2R, 10UE, 40 Bytes


Figure 14. BLER performance of NOMA schemes
Observation 10: UE-specific sparse symbols-to-REs mapping of NOMA provides good tradeoff between the coding gain and the multi-user interference mitigation capability.
3 Desired Features of a NOMA Transmitter
A NOMA transmitter should provide the following features to address different requirements for various NR scenarios such as mMTC, URLLC, and eMBB: 
· Good tradeoff between coding gain and multi-user interference mitigation: It is important for a NOMA design to use all the degrees of freedom in the transmit design, i.e. bits-to-symbols dimension and symbols-to-REs dimensions to provide the best tradeoff between the coding gain and multi-user interference mitigation. In other words, it should provide the best coding performance by configuring the bits-to-symbols mapping to provide constellations with larger distances and at the same time, able to cope with the inter-UE interference in large overloaded scenario by proper configuration of bits-to-symbols and symbols-to-REs mappings. 
· Flexible and Configurable MA signature design: a proper NOMA transmit side design should allow for flexible and configurable MA signature design for various application scenarios with minimal spec impact. In particular, a configurable MA signature definition is desired in which different signature pool size and different transmit side adaptation can be realized by simple parameter change.
· Robustness to network variations: As explained before, one key application scenario of NOMA would be grant-free transmission in UL in which the number of active UEs is variable and unpredictable, especially when the traffic is sporadic. In this scenario, it is important for a NOMA design to be robust to variations in the network configurations, e.g. number of UEs. In particular, a proper NOMA design should provide a reasonably good performance for low-overloading scenario and at the same time, cope with multi-user interference in the high overloading scenario, with a single parameter configuration. 
· Robustness to receiver architecture: Although a common receiver architecture is agreed for NOMA application [6], which includes an iterative SIC structure with feedback links between MUD and FEC, there are still lots of details for receiver implementation. This includes the MUD design and interaction format between FEC and MUD (e.g. soft-SIC/PIC, hard SIC/PIC, hybrid PIC) which can be regarded as implementation issue. It is important for a NOMA design to work for any receiver configuration. As the baseline MUD structure is chip-wise LMMSE, then a NOMA transmit design should provide a reasonably good performance for this baseline architecture.   
· [bookmark: OLE_LINK5]Mixed waveform support: A NOMA transmitter should support both CP-OFDM and DFT-s-OFDM waveforms without changing neither the MA signature design nor the receiver structure. In addition, it should provide opportunities for multiplexing the UEs configured with CP-OFDM waveform with those configured with DFT-s-OFDM waveform in the same resource, alleviating the scheduling burden of the associated gNB. For some multiplexed users, the transform precoding is enabled (corresponding to DFT-s-OFDM waveform); and for others, it is disabled (corresponding to CP-OFDM waveform). Such flexibility is beneficial for most practical and typical application scenarios in which the coverage is modest and the majority of the UEs are configured with CP-OFDM waveform. It would be inefficient to dedicate a separate resource for a very limited number of UEs configured with DFT-s-OFDM waveform from the whole network perspective.
· Mixed branch transmission support: A NOMA transmitter should accommodate multiple branches (rate splitting) for a single UE to achieve higher SE (spectrum efficiency) more efficiently. Different implementations of multi-branch NOMA is given in [7], where each branch is configured with layer-specific operations for better detection performance. Moreover, UEs configured with different branches can transmit together. Also, a NOMA transmitter should allow for multiplexing of UEs with different number of branches. For instance, some UEs may perform multiple-branch transmission while others apply single-branch transmission, depending on network configurations.
Observation 11: A NOMA transmitter should provide flexible, configurable and robust solution to address versatile KPIs in different application scenarios.  
4 NOMA Performance
In order to assess the impact of different NOMA transmit designs, including the bits-to-symbols mapping add symbols-to-RE mapping design, link-level evaluation is performed to compare different NOMA schemes. For this purpose, the following schemes are considered for evaluation, each representing a different configuration for NOMA design:
· SCMA: joint bits-to-symbols mapping design in conjunction with sparse symbols-to-RE mapping design
· MUSA and NCMA: non-sparse linear spreading 
· RSMA: non-sparse linear spreading with symbol-level scrambling
The following curves in Figures 15, 16, 17 and 18 show some examples of NOMA performance. More detailed simulation results capturing the performance of various NOMA schemes in link-level can be found in [8]-[10].
The curves show that SCMA can provide large SNR gain over sequence spreading based NOMA schemes. Note that in the DFT-s-OFDM case, only single branch is used for RSMA scheme. This is because the PAPR of RSMA with multi-branches is much higher than that for the single branch case and also much higher than the OMA baseline, as shown in Figure 11.
Observation 12: With both CP-OFDM and DFT-s-OFDM waveform, SCMA can provide large SNR gain over sequence spreading based NOMA schemes in all the cases simulated.
As a summary of the design principals illustrated above for NOMA transmit design which are confirmed through simulations, SCMA is proved to be a suitable candidate for NOMA transmission in NR to satisfy different performance metrics for all application scenarios.
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	(a). mMTC, TDLA-30ns, 1T2R, ICE, Equal SNR
	(b). mMTC, TDLA-30ns, 1T4R, ICE, Equal SNR
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	(c). mMTC, TDLA-30ns, 1T2R, ICE, Unequal SNR 
	(d). mMTC, TDLA-30ns, 1T4R, ICE, Unequal SNR
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	(e). URLLC, TDLA-30ns, 1T2R, ICE, Equal SNR 
	(f). URLLC, TDLA-30ns, 1T4R, ICE, Equal SNR
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	(g). eMBB, TDLA-30ns, 1T4R, ICE, Equal SNR 
	(h). eMBB, TDLA-30ns, 1T4R, ICE, Unequal SNR


Figure 15. Performance comparison in fixed signature allocation cases (CP-OFDM)
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	(a). mMTC, 1T2R, ICE, 40 Bytes, Equal SNR
	(b). mMTC, 1T4R, ICE, 40 Bytes, Equal SNR
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	(c). mMTC, 1T2R, ICE, 40 Bytes, Unequal SNR
	(d). mMTC, 1T4R, ICE, 40 Bytes, Unequal SNR
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	(e). mMTC, 1T2R, ICE, 60 Bytes, Equal SNR
	(f). mMTC, 1T4R, ICE, 60 Bytes, Equal SNR
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	(g). mMTC, 1T2R, ICE, 60 Bytes, Unequal SNR
	(h). mMTC, 1T4R, ICE, 60 Bytes, Unequal SNR

	Figure 16. Performance comparison in random signature allocation cases (CP-OFDM, TDL-A 30ns)
	[image: ]
	[image: ]

	(a). mMTC, 1T2R, ICE, Equal SNR
	(b). mMTC, 1T4R, ICE, Equal SNR
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	(c). mMTC, 1T2R, ICE, Unequal SNR 
	(d). mMTC, 1T4R, ICE, Unequal SNR


Figure 17. Performance comparison in fixed signature allocation cases(DFT-s-OFDM, TDLA-30ns)
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	(a). mMTC, 1T2R, ICE, 40 Bytes, Equal SNR
	(b). mMTC, 1T4R, ICE, 40 Bytes, Equal SNR
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	(c). mMTC, 1T2R, ICE, 40 Bytes, Unequal SNR
	(d). mMTC, 1T4R, ICE, 40 Bytes, Unequal SNR
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	(e). mMTC, 1T2R, ICE, 60 Bytes, Equal SNR
	(f). mMTC, 1T4R, ICE, 60 Bytes, Equal SNR
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	(g). mMTC, 1T2R, ICE, 60 Bytes, Unequal SNR
	(h). mMTC, 1T4R, ICE, 60 Bytes, Unequal SNR


Figure 18. Performance comparison in random signature allocation cases (DFT-s-OFDM, TDLA-30ns)



Conclusions
In this contribution, we presented some principals for NOMA transmit design and made the following observations and proposals.
Observation 1: The joint design of bits-to-symbols mapping for NOMA provides more flexibility and better distance properties than sequence or repetition based linear spreading.
Observation 2: The joint bits-to-symbols mapping for NOMA provides a general and flexible framework which also include multi-branch linear spreading as special case. However, these two are not equivalent.
Observation 3: Linear spreading suffers from coding loss compared to the baseline contention-based OFDM (NR MU-MIMO) scheme which is reflected on the multi-user performance up to12 UEs when TBS is 60 bytes, depending on the scenario. Further, baseline NR-MIMO should not be regarded as spreading-based scheme.
Observation 4: The joint design of bits-to-symbols mapping for NOMA provides more modulation granularity than the sequence or repetition based linear spreading.
Observation 5: The joint design of bits-to-symbols mapping for NOMA provides more robustness towards network changes in grant-free transmission.
Observation 6: The joint design of bits-to-symbols mapping for NOMA provides efficient and robust PAPR/CM performance compared to linear spreading.
Observation 7: Symbol-level scrambling can increase or have no impact on the PAPR of some NOMA schemes.
Observation 8: Symbol-level scrambling does not necessarily lead to better NOMA performance with inter-cell interference. Some NOMA schemes without symbol-level scrambling performs better than some others with cell-specific symbol-level scrambling.
Observation 9: Symbol-level scrambling is not beneficial for NOMA transmit design.
Observation 10: UE-specific sparse symbols-to-REs mapping of NOMA provides good tradeoff between the coding gain and the multi-user interference mitigation capability.
Observation 11: A NOMA transmitter should provide flexible, configurable and robust solution to address versatile KPIs in different application scenarios.  
Observation 12: With both CP-OFDM and DFT-s-OFDM waveform, SCMA can provide large SNR gain over sequence spreading based NOMA schemes in all the cases simulated.
[bookmark: _GoBack]Proposal: Capture the above observations into the TR.
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Appendix
[bookmark: _Ref447183858]Table A-1. Simulation Assumptions for Figure 3 and 4.
	Parameter
	Value

	Evaluated schemes
	Two-dimensional 16-point/64-point joint mapping vs. linear spreading of 16QAM/64QAM over two symbols

	Channel model
	SISO AWGN and SIMO 1x2 TDLA-30 channel

	Channel coding
	LDPC code rate 1/2

	Number of data tones
	864 (equivalent to 6 RBs, including the DM-RS overhead)

	Transport Block size
	864/1296 (including CRC bits)



[bookmark: OLE_LINK8]
Table A-2. Mapping function for the 8-point modulated symbol sequence of length 2
	Sequence index
	1
	2
	3
	4
	5
	6
	7
	8

	Corresponding bit sequence
	000
	001
	010
	011
	100
	101
	110
	111

	[bookmark: OLE_LINK9]Output symbol sequence
	
	
	
	
	
	
	
	


with  and .
Table A-3. Mapping function for the 16-point modulated symbol sequence of length 2
	Sequence index
	1
	2
	3
	4
	5
	6
	7
	8

	Corresponding bit sequence
	0000
	0001
	0010
	0011
	0100
	0101
	0110
	0111

	Output Symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	9
	10
	11
	12
	13
	14
	15
	16

	Corresponding bit sequence
	1000
	1001
	1010
	1011
	1100
	1101
	1110
	1111

	Output Symbol sequence
	
	
	
	
	
	
	
	



Table A-4. Mapping function for the 64-point modulated symbol sequence of length 2
	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output Symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output Symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output Symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output Symbol sequence
	
	
	
	
	
	
	
	



Table A-5. Simulation Assumptions for Figure 5.
	Parameter
	Value

	Evaluated schemes
	64-point Joint mapping, with spreading length of 6 (including 4 zero symbols) versus optimum configuration of linear spreading in terms of spreading length and number of branches

	Channel model
	1T2R, TDL-C, 300ns

	Bandwidth
	6 PRB

	Signature Allocation
	Fix

	# of Active UEs
	10

	Transport Block size
	60 Bytes



Table A-6. Simulation Assumptions for Figure 8.
	Parameter
	Value

	Evaluated schemes
	Single-UE performance for Joint mapping of 8-point shown in Figure 6 to two tones with two zero tones vs. linear spreading of  QPSK and 16QAM and  over 4 symbols

	Channel model
	SISO AWGN and SIMO 1x2 TDLA-30 channel

	Spectral Efficiency
	0.25 per tone

	Channel coding
	LDPC code 

	Number of data tones
	864 (equivalent to 6 LTE RBs, including the DM-RS overhead)

	Transport Block size
	216 (including the CRC bits)



Table A-7. Three mapping functions with 4-point low PAPR modulated symbol of length 4 
(no sparsity is applied, only used when transform precoding is enabled in coverage limited case)
	Sequence index
	1
	2
	3
	4

	Corresponding bit sequence
	00
	01
	10
	11

	Output symbol sequence
	
	
	
	

	Sequence index
	1
	2
	3
	4

	Corresponding bit sequence
	00
	01
	10
	11

	Output symbol sequence
	
	
	
	

	Sequence index
	
	
	
	

	Corresponding bit sequence
	
	
	
	

	Output symbol sequence
	
	
	
	




Table A-8. Simulation Assumptions for Figure 13.
	Parameter
	Value

	Evaluated schemes
	SCMA-16p, SF=4, 1 branch
RSMA, QPSK, SF=2, 1 branch
LCRS, QPSK

	Channel model
	1T2R, TDL-C, 300ns

	Bandwidth
	6 PRB

	Signature Allocation
	Random Active

	Pool size
	24

	# of Active UEs
	8

	# of Interfering UEs
	4

	Power Offset between Interfering UEs and Active UEs
	-6, -3dB

	Transport Block size
	20, 40 Bytes
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