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1	Introduction
In addition to capturing the agreements made in the previous meetings, there are some lack of information in the current TR38.802, such as the deployment scenario in Section 4, description of typical receivers in Section 6, L2S mapping in the Appendix. Considering the limited time for NOMA SI, we propose to capture some of the description in the summary tdoc to be captured in the TR38.802.
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Text Proposal 
--------------------------< Start of text proposal for TR 38.812 >--------------------------
4. [bookmark: _Toc525922234]Deployment scenarios
4.1 [bookmark: _Toc525922235]mMTC scenario
[bookmark: _Toc525922236]mMTC scenario is featured by massive number of connections with low control signalling overhead. The transmission may occur in RRC_connected, RRC_idle or RRC_inactive transmission 
The operation can be synchronous or asynchronous [reference to the SID and simulation assumptions] .
4.2 URLLC scenario
[bookmark: _Toc525922237]URLLC requires both high reliability and low latency. in the transmission typically occurs in RRC_connected with synchronous operation [reference to simulation assumptions].
4.3 eMBB scenario
The transmission can be grant-based or grant-free. For grant-free, the transmission occur when a UE is in RRC_onnected, RRC_idle or RRC_inactive. The UE may operate in synchronous or asynchronous mode.

--------------------------< Unchanged parts are omitted >--------------------------
5. Uplink NOMA transmission side processing
NOMA transmitter processing can be summarized in a general structure as shown in the figure below, where the blocks in black and white reuse the current NR design, while new blocks with specification impact are highlighted in green.
[image: ]
Figure 5.1 General structure of NOMA transmitter processing
6. [bookmark: _Toc525922242]Uplink NOMA receivers
Editor's notes: 
Typical receivers for NOMA
The general block diagram of multi-user receiver for UL data transmissions is depicted in Figure 6.1‑1.
-	The algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA. 
-	The interference cancellation can be hard, soft, or hybrid, and can be implemented in serial, parallel, or hybrid.
-	Note: the IC block may consist of an input of the received signal for some types of IC implementations
-	The interference cancellation block may or may not be used. 
-	Note: if not used, an input of interference estimation to the decoder may be required for some cases.
-	The input to interference cancellation may come directly from the Detector for some cases
[image: ]
[bookmark: _Ref525912399]Figure 6.1‑1 A high-level block diagram of multi-user receiver

Typical receivers for NOMA are: MMSE-IRC, MMSE-hard IC, ESE + SISO and EPA + SISO.
· MMSE-IRC
MMSE-IRC receiver is the baseline receiver which has been widely used in the legacy gNB implementation. Figure 6.1‑2 is the high level block diagram of MMSE-IRC detector where Intra and inter-cell interference are suppressed via MMSE detection, e.g., no interference cancellation is performed. It is seen that in order to decode a user’s data packet, MMSE detection and channel decoding are only needed once.
[image: MMSE-IRC receiver.tif]
[bookmark: _Ref525912418]Figure 6.1‑2 A high-level block diagram of MMSE-IRC based receiver
· MMSE-hard IC
MMSE-hard IC receiver is an improvement over MMSE-IRC by adding interference cancellation. “Hard” here means that the interference cancellation is based on the hard output of the decoder. Figure 6.1‑3 shows a high level block diagram of MMSE-hard IC where the additional blocks compared to MMSE-IRC are highlighted in green. Different from the “text-book” version of MMSE-SIC where the successive cancellation would terminate if any one of the users fails the decoding, the MMSE-hard IC in Figure 6.1‑3 is an enhanced version where the cancellation process would not be terminated simply because one of users fails the decoding. That user would remain in the chain and have another chance for decoding, after the next users are decoded. This would improve the performance, albeit with some extra detection and decoding needed.
[image: MMSE-SIC receiver.tif]
[bookmark: _Ref525912435]Figure 6.1‑3 A high-level block diagram of enhanced MMSE-hard IC based receiver
· ESE + SISO
High level block diagram of ESE + SISO detector is shown in Figure 6.1‑4. Iterative detection and decoding are employedIn typical implementation, for each outer iteration, only one inner iteration is needed inside ESE detector.
[image: IMG_256]
[bookmark: _Ref525912457]Figure 6.1‑4 A high-level block diagram of ESE + SISO based receiver
· EPA + SISO
High level block diagram of EPA + SISO detector is shown in Figure 6.1‑5. Iterative detection and decoding are employed. Message passing between the factor nodes/resource elements (FN/RE) and the variable nodes (VN)/users is typically needed inside EPA for each outer iteration between the EPA and the SISO decoder.
[image: ]
[bookmark: _Ref525912470]Figure 6.1‑5 A high-level block diagram of EPA + SISO based receiver
[bookmark: _Toc507509301]
--------------------------< Unchanged parts are omitted >--------------------------

7. [bookmark: _Toc525922245]Procedures related to NOMA
Editor's notes: 
7.1 [bookmark: _Toc525922246]

· 






· 



[bookmark: _Ref525912536]

--------------------------< Unchanged parts are omitted >--------------------------

[bookmark: _Toc443614962][bookmark: _Toc507509307]Annex A: simulation scenarios and assumptions

[bookmark: _Toc525922258]Link-to-system modelling
PHY abstraction methods agreed in TR38.802 can be reused as the starting point.
-	Note: Further considerations can be reviewed.
Link-to-system modelling, also PHY abstraction, should reflect the key signal processing at the receiver, such as detection, channel decoding, channel estimation, etc. For NOMA study, multi-user link level simulations are needed to verify the validity of the PHY abstraction. The link-to-system modelling should also take into account of potential MA signature collision in some use cases. 
Channel estimation error model


Channel estimation error, denoted as, is the difference between the realistic channel estimation (RCE) and the ideal channel estimation (ICE). It can be modelled as a Gaussian distributed random variable with the mean value of 0 and the variance as . 

                                                                                                                                              (A.2.1-1)

                                                                                                                                              (A.2.1-2)
In Eq. (2), SNR is the instantaneous SNR and can time-varying in fading channels. Ns is the total power of samples needed for estimating a channel coefficient. 


Practically, channel estimation error can be defined as  where  is the “raw” channel estimate without any interpolation or smoothing. As observed in Figure A.2-1 which is a single-user simulation, the variance of the actual estimation matches well the variance predicted by the error model. 
[image: ]
[bookmark: OLE_LINK4]Figure A.2-1 Channel estimation error model (TDL-C 300ns)
PHY abstraction of MMSE-SIC receiver
PHY abstraction method for MMSE-SIC receiver is shown in Figure A.2-2. The modeling adopts an iterative processing procedure and includes three steps, which are described as below. 

[image: ]
[bookmark: _Ref16571]Figure A.2-2 PHY abstraction for MMSE-SIC receiver

· Step 1: Calculation of post-processing (pp)-SINR
Assuming that N users share the same resource element group with the spreading factor of L, the received signal with R antenna ports can be written as

                                                                                                                    (A.2.2-1)






where yk with the size of  is the received symbol vector on the kth resource element,  is a  vector of transmitted symbols.  denotes the effective channel of the ith  user, taking into account the transmitted power Pk,i, the channel response of each receive antenna hk,i,r and the L*1 spreading sequence si, as . nk is the additive white Gaussian noise with zero mean and variance of . For each of the ith target user, the received signal in (3) can be rewritten as

                                                                                       (A.2.2-2)

where  represents the noise plus interference experienced by the ith user. The weight of linear MMSE receiver is then calculated as 

                                                                                                                                                                         (A.2.2-3)
with the covariance of zi

                                                                (A.2.2-4)
where (.)* denotes Hermitian transpose and IN represents the identity matrix of size N*N. The corresponding pp-SINR of the ith user can be calculated as

                                                                      (A.2.2-5)

The jth user’s data with the highest averaged pp-SINR over K resource elements, i.e.,  will be treated in each loop of the MMSE-SIC receiver. Therefore, the analytical SINR mapping in SLS starts from the jth user.
· Step 2: Effective SINR mapping
As link level curves are normally generated assuming frequency flat channel at given SINR, an effective SINR,  is required to accurately map SINR at system level onto the link level curves to determine the BLER, when the actual channel at system level is frequency selective. Assuming that the  jth user has the highest pp-SINR. The effective SINR is calculated as 

                                              (A.2.2-6)

where K is the number of modulation symbols (or resource elements) in a code block,  is a non-linear invertible function that defines Received Bit Mutual Information Rate (RBIR) as described in [4, Section 4.3.1]. The block error rate value of the jth user is determined by looking up the BLER vs. SNR tables for AWGN channel, with the input of the effective SINR.
· Step 3: Interference cancellation
Since the BLER of the user with highest pp-SINR has been calculated, a random variable X~Uniform [0 1] is generated to decide whether the user’s data is decoded correctly or not. If the user’s data is considered as correctly decoded, then the interference cancellation procedure is performed.


In the case of realistic channel estimation, the channel coefficientcan be replaced by  in Eq. (A.2.2-1), where the channel estimation error is modelled based on Eq. (A.2.2-2).  The HR should also be used in the interference cancellation procedure to model the imperfect cancellation.
[bookmark: OLE_LINK35]In Figure A.2-3, BLER performances of DMRS-based realistic channel estimation (RCE) are compared with the BLERs of above PHY abstraction. The results indicate that the proposed PHY abstraction can closely match the performance of actual MMSE-SIC receiver with realistic channel estimation.
	[bookmark: OLE_LINK13][image: ]
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	(a) 1 UE, TDL-A 30ns
	(b) 12 UEs, TDL-A 30ns
	(c) 20 UEs, TDL-A 30ns
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	(d) 1 UE, TDL-C 300ns
	(e) 12 UEs, TDL-C 300ns
	(f) 20 UEs, TDL-C 300ns


Figure A.2-3 BLER of realistic channel estimation (RCE) vs BLER of PHY abstraction of MMSE-SIC, CP-OFDM, 6 RBs, 1ms, TBS = 20 bytes

PHY abstraction of ESE + SISO receiver
PHY abstraction is one of important aspects. It brings the link-level evaluation results into system-level evaluation and the accuracy of PHY abstraction will also impact the performance of SLS. 
Some PHY abstraction methods have been captured in TR 38.802 and one of potential PHY abstraction method is listed below.
The effective SNR mapping (ESM) PHY abstraction is used in SLS. Generally, for ESM, the effective SNR is calculated as

where  is the symbol block size,  is the SINR for the n-th sub-carrier,  is the effective SNR for the entire block and function  is an invertible function. Based on this effective SNR, the corresponding BLER can be obtained based on SNR-BLER mapping table under AWGN channel for specific MCS.
Unfortunately, it is hard to get the SINR in above equation for non-orthogonal multiple access schemes. For some non-orthogonal multiple access schemes, advanced receivers with iterative detection and decoding are applied to mitigate the multi-user interference. It is hard to model those kinds of receivers since the detection and decoding are combined together, while for most existing receiver modeling methods, only detection is considered. To facilitate the PHY abstraction and avoid receiver modeling, an approximation approach is applied and is summarized as follows:
Step 1: Calculate the upper bound post-processing SINR.
For non-orthogonal multiple access, the optimal performance can be achieved if the signals from multiple UEs can be separated completely. In this sense, the post-processing SINR of PIC detector is regarded as upper bound. If per-RE power of transmitted signal is normalized to 1, the post-processing SINR after PIC detection for the n-th sub-carrier of the k-th UE is expressed as

where  denotes the frequency domain channel coefficient vector of the n-th sub-carrier of the k-th UE,  denotes the noise power and  denotes the power of inter-cell interference on the n-th sub-carrier.
Step 2: Approximate the real post-processing SINR based the upper bound.
Although by using advanced receiver, such as chip-by-chip MAP detector, multi-user interference can be mitigated or even eliminated, there still will be some performance degradation, especially when the number of serviced UEs is large. A scaling factor  is used to emulate this performance degradation. Denote  as the capacity for PIC detector and for non-orthogonal multiple access, the achievable capacity is a scaled version which is expressed as follows

where  denotes the approximated SINR for n-th sub-carrier of the k-th UE and based on this scaled capacity,  can be calculated as

The parameter  can describe the capacity loss due to the superposition of multiple UEs and should be optimized by off-line link level simulations for different number of UEs under different cases. 
Step 3: Calculate the effective SNR.
The approximated SINR for n-th sub-carrier of the k-th UE obtained in step 2 is used for the mapping of effective SNR. Several methods can be applied and the received-bit information rate (RBIR) [4] for SNR mapping is used due to its simplicity. The effective SNR is expressed as

where  denotes the effective SNR for the k-th UE and Q denotes the modulation order. The function  denotes the RBIR metric given SNR and modulation order Q and  is its inverse function given RBIR metric to find corresponding SNR. The RBIR metric function is pre-calculated off-line and stored as a look-up table. The Table 25 in [4] is re-used in our SLS evaluations. 
Step 4: Obtain BLER according to the SNR-BLER mapping.
After getting the effective SNR for the k-th UE, the corresponding BLER is obtained according to the SNR-BLER mapping relationship which is pre-calculated for given MCS under AWGN channel.
The only parameter that should be optimized is the scaling factor  and the optimization can be completed by solving a minimum mean square error problem, as discussed in [5].

…
--------------------------< Unchanged parts are omitted >--------------------------
…
--------------------------< End of text proposal for TR 38.812 >--------------------------
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