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Background
For NOMA receivers, a table was agreed in RAN1#94 as a starting point for the analysis of computation complexity [1]. Detailed analysis and formulae for complexity calculation were proposed in [2-11]. Summary of complexity estimation is provided which takes into account of various proposed formulae from the contributions submitted to this meeting. 
Component-wise computation complexity
The analysis in [3] and [7] differentiates complex multiplication, complex addition, binary domain operations when measuring the cost of each type of operation. While such analysis can give more details of the operation counts, it may be sufficient to consider only complex multiplication operations for detection and interference cancellation (except for channel encoding), assuming significant more processing is needed for each complex multiplication compared to complex addition. 

For channel decoder, a rough conversion from addition to complex multiplication is proposed in [3]. However, since the addition operation in decoders is quite different from the complex-value operation in the detector/interference cancellation, it is worthwhile to count the computation complexity in number of addition operations or comparison operations.

In some contributions, the number of usages is separately discussed before the component-wise computation, in order to emphasize the high-level difference in complexity between receiver types. In this summary, such step is skipped. The numbers of usages, especially related to multiple iterations between the detector and the decoder, and multiple iterations within the detector/LDPC decoder will be directly applied to the relevant processing components.

Complexity calculation can be per UE per resource element/coded bits, or over the entire share resources for all transmitted data. The latter is used in this summary, thinking that the formulae are still not too burdensome, and the calculation would show the total processing needed for gNB receivers to handle multiple users.

Various notations for parameters were used in [2-11]. Note that the complexity analysis here is estimation or approximation rather than strict mathematic representation. To ease the reading, it is desirable to use plain notations with self-explanatory subscript or superscript. Hence, the style of notation in [5] is largely adopted in this summary.

Notations of parameters:
· 	: average number of decoding, demodulation and IC attempts for MMSE-hard IC 
· 	: number of outer iterations between detector and soft-output LDPC decoder
·  	: number of inner iterations of detection/interference cancellation
· 	: number of inner iterations of LDPC decoding 
· 	: number of UEs 
· 	: number of Rx antennas 
· 	: number of encoded bits 
· 	: number of information bits 
· 	: spreading factor 
· 	: total number of REs for data
· 	: total number of REs for DMRS, e.g., length of DMRS sequence
· 	: total number of DMRS REs for initially estimated channel
· 	: maximal number of DMRS antenna ports 
·  	: number of adjacent REs to which the same demodulation weights are applied
· : number of adjacent REs to which the same SINR is assumed
·  	: average column weight (e.g., variable degree) of LDPC parity check matrix
·  	: average row weight (e.g., check degree) of LDPC parity check matrix
·  	: modulation order, e.g., 3 for 8-point constellation, 4 for 16-point constellation
·  	: number FN nodes (or resource elements) connected to each user
·  	: number of users connected to each resource element

MMSE-IRC/hard-IC based detection and IC
Complexity of MMSE-IRC/hard-IC have been analyzed in all the contributions, ranging from very detailed calculations in [7][8][11], to moderate level of exactness in [3-6] and to the very coarse estimation in [2][10]. In this summary, it is proposed to follow the middle-ground, e.g., to skip intricate calculations that would not significantly affect the total complexity, while explicitly capturing the parameters that would make big difference. 

Multiple companies pointed out that for covariance matrix calculation and MMSE weight calculation, the processing can be “block-wise” in the sense that a PRB can be divided into several resource regions. In each region, the channel is assumed constant, and so are the covariance matrix and MMSE weight. This has been a common practice in many receiver implementations and can significantly reduce the computation complexity. A parameter , the number of adjacent REs to which the same demodulation weights are applied to, is to explicitly capture this. The calculation in [3] assumes  , equivalent to dividing a PRB into 6 resource regions, each spanning 0.5 ms in time and 60 kHz in frequency.

Another parameter , the average number of decoding, demodulation and IC attempts, is to explicitly capture the extra processing of MMSE-hard IC compared to MMSE-IRC, or “textbook” version of MMSE-SIC. Normally is larger than , but would not be very different. The exact value depends on the implementation, whether more towards processing time (parallel-based architecture with low latency) or more towards reducing the hardware investment (serial-based architecture). It is shown in [3][5] that can be just 30% more than ,

Table 1 Computation complexity of MMSE detector and hard IC
	Key computations
	Complexity approximation
	Note

	Covariance matrix calculation
	
	If , the quadratic term becomes .

	Demodulation weight calculation
	

	If , the cubic term becomes .

Covariance matrix inversion only needs to be calculated once for all UEs at the granularity of modulation symbol rather than resource element. The second order term (for inversed matrix multiplied by each channel) is per UEdecoding attempt., however since its order is lower than the cubic term, thus is ignored here.

	Demodulation
	
	

	Soft info generation
	
	LLR generation prior to LDPC decoding

	LDPC encoding
	Buffer shifting: 
Addition: 
	

	Symbol reconstruction
	
	Assuming elements of spreading sequences are QPSK so that the spreading operation becomes sign flipping

	Interference cancellation
	0
	Complexity of addition ignored

	UE ordering
	
	Mainly for SINR calculation

	LLR generation
	
	



ESE detector and soft IC
ESE detector and soft IC are relatively straightforward. Yet, it seems that only [3][7][9] provide enough details of the operation counts. Although the final numbers appear different in these three contributions, they may actually be quite aligned if major operations are all measured in complex multiplication. Assuming BPSK/QPSK modulation and matched filter detection (as opposed to MMSE equalizer), basic operations in ESE can be represented by ~4 equations, as seen in the classic paper of IDMA [12], where roughly 6 complex multiplications are needed for each resource element per UE per Rx antenna per outer iteration.
Table 2 Computation complexity of matched filter (MF) based ESE detector (for BPSK/QPSK)and soft IC
	Key computations
	Complexity approximation
	Note

	LLR generation
	
	

	Soft cancellation
	
	The constant coefficient “6” is to count number of complex multiplications roughly for processing ~4 classic equations of ESE



Table 3 Computation complexity of matched filter (MF) based enhanced-ESE detector (for BPSK/QPSK)and soft IC
	Key computations
	Complexity approximation
	Note

	LLR generation
	
	

	Soft cancellation
	
	The constant coefficient “6” is to count number of complex multiplications roughly for processing ~4 classic equations of ESE.
 denotes the mapping density regarding the schemes with sparsity mapping.

	Rx combining
	O()
	For MRC combining

	
	O()
	For MMSE combining



EPA detector and soft IC
Complex of EPA based receiver is analyzed in [2][3][4][10]. The formulae proposed in [2][4] are too coarse to capture the difference-making parameters like and  for the bipartite graph for codebooks, and the major count of operations. The computation in [10] contains too fine details, rendering rather complicated formulae not suitable for approximation. Hence it is proposed to explicitly capture or  parameter in the estimation, and also the rough count of operations in ~20 equations required by EPA in [3].

Table 4 Computation complexity of EPA detector and soft IC
	Key computation
	Approximation as single-term formulae
	Note

	LLR to prob conversion 
	
	Calculated once for each outer iteration 

	Soft symbol reconstruction
	
	The constant coefficient “65” is to roughly count the number of operation combined over multiple equations

	Message passing
	
	The constant coefficient “8” is to roughly count the number of operation combined over multiple equations



Table 5 Computation complexity of chip EPA detector with hybrid soft and hard PIC
	Key computation
	Approximation as single-term formulae
	Note

	LLR to prob conversion 
	

	1. Calculated once for every outer-loop for each UE. Note that when early termination is considered in PIC (i.e., the UE signal will be canceled if CRC passed), the average number of outer-loop iterations per UE should be used instead of the maximum number of outer-loops .
2. The inner iterations in EPA has nothing to do with the bits-to-symbol or symbol-to-bits LLR conversion, so  should not be applied.
3. There is no need to calculate  times LLR to prob conversion. Actually, only one time of LLR to prob conversion (i.e., for one constellation point) is needed and the rest of the   can be easily obtained reusing the result of the first point and the probability of the bit that differs. So the total operations roughly reduced from  to . 
4. All the operation related to this row is real multiply, which should be divided at least by 4 times to translate into complex multiply.


	EPA detector: VN updates and FN updates, and message passing



	VN update: 
i.e., Soft information generation

For  and  :
· Compute  and  as 


where  is -th element of -dimensional vector .




	1. To better match with the overall table, the VN updates could be counted as soft information generation.
2. Note that the codebook symmetry can be used to simplify the calculation of  and  For instance, for the 8p codebook of SCMA, the number of real multiply can be reduced to only 2. As for each non-zero REs, the 8p codebook has four point, e.g. 000 and 100 are mapped to , 001 and 101 are mapped to , 010 and 110 are mapped to , 011 and 111 are mapped to . Then, to calculate the mean, only two real multiplications are needed


Here  are symbol probabilities for the 8p codebook which are known for this step. Thus  is only 2 (about the order of , which if far less than  in this case. 
Similarly, for the variance


As the magnitude is constant for 8-point codebook, thus only 2 real multiplications are needed to calculate the variance.
3. 1 :4 ratio is used to translate real multiply to complex multiply.
4. There are 3 equations in the VN update with similar complexity so there is a coefficient of 3 in the very beginning.


	
	FN update: 


where  and .

1) Covariance matrix calculation


2) Demodulation weight calculation 


3) Demodulation


	1. To better match with the overall table, the FN updates could be break into covariance matrix calculation, demodulation (better call it ‘equalization’) weight calculation, and demodulation (i.e., equalization).
2. Considering the symmetric property of  the covariance matrix, only half of the elemets needs to be calculated. Also, for each inner iteration, the channel is not changed, so the full calcluation of covariance matrix needs to be done only once for  iterations and in the rest of the inner iterations, only the  real multiply are needed due to the variance update along the inner iterations, which corresponds to  complex multiply.

	
	Message passing:
1) From VN to FN



2) From FN to VN






	1. The message passing step including the update of mean and variance. Note that variance is real number so the related operations are real multiply and real additions. There are in total  real multiply which is about   complex multiply.
Take the message passing from VN to FN as an example, 


The equations can be reformulated as 



Let , then , and 
Thus 4 real multiplications are needed here. Similarly for the message passing from FN to VN. 

	LLR generation prior to LDPC decoding
	
	Also added to soft information generation in the big table

	LDPC encoding
	Buffer shifting: 
Addition: 
	

	Symbol reconstruction
	
	

	Interference cancellation
	0
	Complexity of addition ignored



Channel decoder
While the complexity of channel decoder was analyzed in many contributions [2-11], enough detail is provided in [3][5][7] which takes into account of two key parameters of parity check matrix of LDPC, the average column weights and the average row weights . The calculation is based on well-known formulae proposed a decade ago in 3GPP for LDPC [13]. It is noticed that the formula in [11] tries to approximate the calculation in [13]. However, the  is too course to represent or .  Note that complexities of both optimal decoding and sub-optimal decoding are analyzed in [13]. However, since sub-optimal decoding is the prevailing implementation in industry. Thus, the complexity analysis of channel decoder is based on sub-optimal decoding.
Table 6 Operation count per inner iteration of LDPC decoder per UE
	Major processing
	Operation count

	For check node processing
	A : 
C : 

	For variable node processing
	A : 

	Costs
	A: Addition
	

	
	C: Comparison
	




UE detection and channel estimation
Complexity analysis of UE detection and channel estimation is quite aligned in [2-11]. Most companies assume DMRS based UE detection and channel estimation, without extensive optimization, for instance with data-aided channel estimation refinement, etc. Rather classic interpolation filter, e.g., Wiener filter, is assumed for channel estimation.
Table 7 Computation complexity of UE detection and channel estimation
	Key computations
	Complexity approximation 
	Note

	UE detection
	
	

	Channel estimation
	
	Wiener filter for interpolation





Overall computation complexity estimate
Based on the analysis in previous sections, approximate computation complexity analysis for each major receive component can be filled in Table 8.
Table 8-1 Computation complexity approximation formulae
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	MMSE-IRC/hard-IC
	ESE

	
	
	
	ESE+SISO
	Enhanced ESE+SISO

	Detector (complexity in #complex multi.)

	UE detection 
	
	
	

	
	Channel estimation
	
	
	

	
	Rx combining, if any
	
	
	O() or O()

	
	Covariance matrix calculation, if any
	
	
	

	
	Demodulation weight computation, if any
	

	
	

	
	UE ordering, if any
	

	
	

	
	Demodulation, if any
	
	
	

	
	Soft information generation, if any
	
	
	

	
	Soft symbol reconstruction, if any
	
	
	

	
	Message passing, if any
	
	
	 


	
	Others
	
	
	

	Decoder (complexity in #addtion/comparision)
	LDPC decoding 
	A:
C : 
	A:
C : 
	A:
C : 

	Interference cancellation (complexity in #complex multi)
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	

	
	LLR to probability conversion, if any
	
	
	

	
	Interference cancellation
	
	
	

	
	LDPC encoding, if any
	Buffer shifting: 
Addition: 
	
	

	
	Others
	
	
	



Based on the offline discussions, 
For MMSE hardIC receiver, different opinions exist for the following entries:
· Covariance matrix calculation
Option 1:
Option2:

· Demodulation weight calculation
Option 1:

Option2:


Option 3: 


· UE ordering
Option 1:
	
Option 2: 


Option 3: Other(s)

For ESE-SISO receiver, 
The LLR probability and  interference cancellation can be further elaborated as follows,
ESE-LLR: .
Mean-variance update:  

FFS receiver complexity analysis and latency.
Table 8-2 Computation complexity of EPA SISO receiver

	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	
EPA+SISO receiver

	
	
	
	[3]

	Detector (complexity in #complex multi. per user per resource element)

	UE detection 
	O(NAP*NLen_DMRS*Nrx/K/NPRB /NPRBdata-RE)

	
	Channel estimation
	O(2* NCE_DMRS *P2/NPRB /NPRBdata-RE)

	
	Rx combining, if any
	

	
	Covariance matrix calculation, if any
	

	
	Matrix inversion
	

	
	Equalization
weight computation, if any
	

	
	Demodulation weight computation, if any
	

	
	UE ordering, if any
	

	
	Equalization
	

	
	Demodulation, if any
	

	
	Soft information generation, if any
	

	
	Soft symbol reconstruction, if any
	O(6*Ninner_detNouter *du*S/L) 

	
	Message passing, if any
	 O(8*Ninner_detNouter*du/L)

	
	Others
	

	Decoder (complexity in #binary add/comp per user per coded bit)
	LDPC decoding 
	O(4*dv * Ninner_LDPC*Nobuter/)

	Interference cancellation (complexity in #complex multi per user per resource element)
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	 Additional for DFT-s-OFDM:
O(Ninner_det*Nouter * log2(NFFT))

	
	LLR to probability conversion, if any
	O(Nouter* S*log2(S)/L) 

	
	Interference cancellation
	

	
	LDPC encoding, if any
	

	
	Others
	


	Table 8-3 Compuation complexity of EPA detector with hybrid soft and hard PIC
	
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	

















	Chip EPA+hybrid PIC

	Detector (complexity in #complex multi.)

	UE detection 
	
	

	
	Channel estimation
	
	

	
	Rx combining, if any
	
	

	
	Covariance matrix calculation, if any
	
	


	
	Demodulation weight computation, if any
	
	


	
	UE ordering, if any
	
	

	
	Demodulation, if any
	
	

	
	Soft information generation, if any
	
	

	
	Soft symbol reconstruction, if any
	
	


	
	Message passing, if any
	
	 



	
	Others
	
	

	Decoder (complexity in #addtion/comparision)
	LDPC decoding 
	
	A:
C : 

	Interference cancellation (complexity in #complex multi)
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	

	
	LLR to probability conversion, if any
	
	


	
	Interference cancellation
	
	

	
	LDPC encoding, if any
	
	Buffer shifting: 
Addition: 

	
	Others
	
	




Table 8-4 Compuation complexity of EPA SISO receiver[11]
	Receiver component
	Detailed component and algorithm for a-th outer iteration
	Complexity for outer iteration a

	Detector 
	1: EPA-based detector for K users (Rx combining, Covariance matrix calculation, Demodulation weight computation, Message passing) 
	Initialize t = 1, . 
	Marginal

	
	
	1.1: If t > AMUD,inner, move to 2.1
Else,
VN Update: For :
For  :
· Compute  and  as 


where  is -th element of -dimensional vector .
· Compute the mean  and variance  as


	


	
	
	1.2: FN Update: For :
a. Perform chip-by-chip MMSE as


where  and .
b. For : Given the posterior mean and variances  of , compute the mean  and variance  as


	


	
	
	1.3: Update 

Update t = t +1 and repeat 1.1
	


	
	2. Demodulation, i.e., Soft information generation
	2.1: Calculate the LLR of coded bits of user k


	


	Decoder
	3. LDPC decoding
	

3.1: LDPC decoding based on the LLR of coded bits obtained in 2.1 and obtain the LLR of coded bits 
	


	Interference cancellation
	4. LLR to probability conversion
	4.1: If a > APIC,outer, stop
Else

Calculate  from  as

, and repeat 1
	




Note: when comparing different receiver architectures, it is not intended to optimize some individual receiver type excessively compared with other types of receivers. 
Note: companies are expected to use the same implementation of receivers(s) in the complexity analysis and performance evaluations
Note: the above tables are not intended to preclude other possible implementations of receivers. It is still possible to add more columns. 
Note: the above tables are intended to capture the complexity corresponding to data decoding, instead of RS detection

Example calculation
An example calculation is provided below.
Table 97 Example values of parameters for computation complexity calculation
	Category
	Parameter
	Notation
	Value

	General
	Number of receive antennas
	
	2 or 4

	
	Number of data resource elements 
	
	864

	
	Number of users
	
	12

	MMSE and EPA related
	Spreading length
	
	4

	MMSE-hard IC specific
	Avg nNumber of decoding for MMSE-hard IC
	
	 for IRC;
15.6  for hard-IC

	
	Number of adjacent REs to which the same demodulation weights are applied
	
	24

	
	
	
	

	Channel coding related
	Average column weight of LDPC PCM
	
	3.43

	
	Average row weight of LDPC PCM
	
	6.55

	
	Number of information bits in a code block
	
	176

	
	Number of coded bits of a block
	
	432

	
	Number of inner iterations of LDPC decoding
	
	20 (for MMSE and EPA), 5 (for ESE)

	Soft IC specific
	Number of outer iterations between detector and decoder
	
	510 (for ESE), 3 (for EPA)

	EPA specific
	Number of inner iterations inside detector
	
	3

	
	Number FN nodes (or resource elements) connected to each user
	
	2

	
	Number of user connected to one resource element
	
	6

	
	Modulation order
	
	3

	User detection & channel estimation related
	Maximal number of DMRS antenna ports 
	
	12

	
	Total number of DMRS REs for initially estimated channel
	
	12

	
	Total number of REs for DMRS, e.g., length of DMRS sequence
	
	24



Note: more examples may be added later.


Conclusion
Observation 1 MMSE-hard IC/IRC receiver can achieve significant complexity reduction to a magnitude by reusing the covariance calculation and matrix inverse throughout the adjacent REs across one/multiple subcarriers.

[bookmark: _GoBack]Observation 2 For soft-input soft-output receiver, the number of outer/inner iterations have significant impact both on receiver complexity and performance evaluation. Consider the complexity analysis for a typical case such as that in table 8.

Proposal 1 Capture Table 6 , Table 8 , Table 9 and the above 2 observations into TR38.812.
.
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Appendix
Table A1 Example of computation complexity approximation with example values of parameters
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	MMSE-IRC
	MMSE-hard IC
	ESE+SISO
	EPA+SISO

	Detector 

(in #complex multi.)

	UE detection 
	576
	576
	576
	576

	
	Channel estimation
	124,416
	124,416
	124,416
	124,416

	
	Rx combining, if any
	
	
	
	

	
	Covariance matrix calculation, if any
	27,648
	27,648
	
	

	
	Demodulation weight computation, if any
	18,432
46,080  
	18,432-
54,374
	
	

	
	UE ordering, if any
	144
	6,912
	
	

	
	Demodulation, if any
	20,736
	26,957
	
	

	
	Soft information generation, if any
	5,184
	6,739
	
	

	
	Soft symbol reconstruction, if any
	
	
	
	2,239,488
1,866,240

	
	Message passing, if any
	
	
	
	 3,373,248

	
	
	
	
	
	

	Decoder 
(in #add/comp)
	LDPC decoding 
	A: 478,560
C: 804,864
	A: 622,128
C: 1,046,323
	A: 1,196,400
C: 2,012,160
	A: 1,435,680
C: 2,414,592

	Interference cancellation 

(in #complex multi)
	Symbol reconstruction (Including FFT operations for DFT-S-OFDM waveform), if any
	
	20,736
	

	

	
	LLR to probability conversion, if any
	5,184
	6,739
	51,840
	559,872
186,624

	
	Interference cancellation
	
	
	1,244,160
	

	
	LDPC encoding, if any
	
	Buffer shift: 1,536
Addition: 1,421
	
	

	
	Others
	
	
	
	







MMSE-IRC Receiver
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	[14]
	[3]*

	Detector (complexity in #complex multi. per user per resource element)

	UE detection 
	K
	O(NAP*NLen_DMRS *Nrx/K /NPRB /NPRBdata-RE)

	
	Channel estimation
	K
	O( 2* NCE_DMRS *P2/NPRB /NPRBdata-RE)

	
	Rx combining, if any
	
	

	
	Covariance matrix calculation, if any
	K
	O(*(Nrx *L)2/2/ NPRBdata-RE)

	
	Demodulation weight computation, if any
	K
	O(2 *(Nrx *L)3 /K/ NPRBdata-RE  )

	
	UE ordering, if any
	
	

	
	Demodulation, if any
	K
	O(Nrx)

	
	Soft information generation, if any
	
	

	
	Soft symbol reconstruction, if any
	
	

	
	Message passing, if any
	
	

	
	Others
	
	

	Decoder (complexity in #binary add/comp per user per coded bit)
	LDPC decoding 
	K
	

	Interference cancellation (complexity in #complex multi per user per resource element)
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	

	
	LLR to probability conversion, if any
	
	

	
	Interference cancellation
	
	

	
	LDPC encoding, if any
	
	

	
	Others
	
	


*  The order level approximation is made based on the typical values chosen for numeric evaluations.








MMSE-SIC Receiver
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	[11]
	[3]**
	[5]
	[4]
	[8]

	







	O(NAP*NLen_DMRS *Nrx/K/NPRB /NPRBdata-RE)
	
	
	

	
	O( 2* NCE_DMRS *P2/NPRB /NPRBdata-RE)
	
	
	

	
	
	N/A
	
	

	
	O(*(Nrx *L)2/2/ NPRBdata-RE)
	Combined with demodulation weight calculation
	
	


	
	O(2 *(Nrx *L)3 /K/ NPRBdata-RE  )
	for LCRS scheme without spreading
for spreading based NOMA scheme
	
	
 


	
	O (Nrx *L*K/2/ NPRBdata-RE)  
	
	
	


	
	* Nrx) 
	
	
	

	
	
	
	
	

	
	
	N/A
	
	

	
	
	N/A
	
	

	
	
	N/A
	
	

	

	O(4**dv * Ninner_LDPC/)
	· Addition: 
· Comparison: 
	O(Cdec)
	

	


	For CP-OFDM: O(Nrx) 

Additional for DFT-s-OFDM:  O(log2(NFFT))

	
	For CP-OFDM: 


Additional for DFT-s-OFDM:  


	

	
	
	N/A
	
	

	
	
	
	
	

	
	
	· Buffer shifting: 
· Addition: 
	
	Marginal

	
	
	
	
	


** The order level approximation is made based on the typical values chosen for numeric evaluations.

	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	[6]
	[7]
	[14]
	[2]

	UE detection 
	
	
	K
	

	Channel estimation
	
	
	K
	

	Noise Estimation
	
	
	
	

	Rx combining, if any
	
	
	
	

	Covariance matrix calculation, if any
	
	

	*K
	

	Matrix inversion
	
	
	
	

	Equalization Weight Computation, if any
	
	
	
	

	SINR computation
	
	
	
	

	Demodulation weight computation, if any
	
	
“i” is the iteration number. 
	*K
	

	Equalization
	
	
	
	

	UE ordering, if any
	
	
	< K-1
	

	Demodulation, if any
	
	
	*K
	

	Soft information generation, if any
	
	
	
	

	Soft symbol reconstruction, if any
	
	
	
	

	Message passing, if any
	
	
	
	

	Others
	
	
	
	

	LDPC decoding 
	
	
	*K
	

	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	< K-1
	

	LLR to probability conversion, if any
	
	N/A
	
	

	Interference cancellation
	
	
	<K-1
	

	LDPC encoding, if any
	
	
	<K-1
	

	Modulation
	
	
	
	

	Spreading
	
	
	
	

	Symbol reconstruction
	
	
	
	

	Others
	
	
	
	



ESE Receiver
	Receiver component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	[9]
	[10]
	[11]

	Detector (complexity in #complex multi. per user per resource element)

	  Additions  
 Multiplications
K: number of users
L: Number of Rx antennas
	
	


	Decoder (complexity in #binary add/comp per user per coded bit)
	BP with flooding (50 iterations per block)
	
	


	IC
	
	
	


	Total
	 (+  + )
	(MUD & LDPC decoding complexity per outer iteration) × (# of outer iteration for IC)

	NA




	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	[3]**
	[11]
	[7]
	[3]

	UE detection 
	O(NAP*NLen_DMRS *Nrx/K/NPRB /NPRBdata-RE)
	
	
	

	Channel estimation
	O( 2* NCE_DMRS *P2/NPRB /NPRBdata-RE)
	
	
	

	ESE LLR
	
	
	
	

	User-specific de-interleaver
	
	
	
	

	De-spreader
	
	
	
	

	Rx combining, if any
	
	
	
	

	Covariance matrix calculation, if any
	
	
	
	

	Matrix Inversion
	
	
	
	

	Equalization weight computation
	
	
	
	

	Equalization
	
	
	
	

	Demodulation weight computation, if any
	
	
	
	

	UE ordering, if any
	
	
	
	

	Demodulation, if any
	
	
	
	

	Soft information generation, if any
	
	
	
	

	Soft symbol reconstruction, if any
	
	
	
	

	Message passing, if any
	
	
	
	

	Others
	
	
	
	

	LDPC decoding 
	O(4*dv * Ninner_LDPC*Nouter/)
	
	
	

	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	Additional for DFT-s-OFDM:
O(Nouter * log2(NFFT)).
	
	
	

	LLR to probability conversion, if any
	
	
	
	

	Interference cancellation
	 O(6* Nouter*Nrx)  
	
	
	

	LDPC encoding, if any
	
	· 
	
	

	Spreader and calculation of extrinsic information
	
	
	
	

	User specific interleaver
	
	
	
	

	UE statistics update
	
	
	
	

	Rx signal update
	
	
	
	


** The order level approximation is made based on the typical values chosen for numeric evaluations.

EPA Receiver
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	
EPA+SISO receiver

	
	
	[2]
	[3]

	Detector (complexity in #complex multi. per user per resource element)

	UE detection 
	
	O(NAP*NLen_DMRS*Nrx/K/NPRB /NPRBdata-RE)

	
	Channel estimation
	
	O(2* NCE_DMRS *P2/NPRB /NPRBdata-RE)

	
	Rx combining, if any
	
	

	
	Covariance matrix calculation, if any
	
	

	
	Matrix inversion
	
	

	
	Equalization
weight computation, if any
	
	

	
	Demodulation weight computation, if any
	
	

	
	UE ordering, if any
	
	

	
	Equalization
	
	

	
	Demodulation, if any
	
	

	
	Soft information generation, if any
	
	

	
	Soft symbol reconstruction, if any
	
	O(6*Ninner_detNouter *du*S/L) 

	
	Message passing, if any
	
	 O(8*Ninner_detNouter*du/L)

	
	Others
	
	

	Decoder (complexity in #binary add/comp per user per coded bit)
	LDPC decoding 
	
	O(4*dv * Ninner_LDPC*Nouter/)

	Interference cancellation (complexity in #complex multi per user per resource element)
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	 Additional for DFT-s-OFDM:
O(Ninner_det*Nouter * log2(NFFT))

	
	LLR to probability conversion, if any
	
	O(Nouter* S*log2(S)/L) 

	
	Interference cancellation
	
	

	
	LDPC encoding, if any
	
	

	
	Others
	
	



[11]
	Receiver component
	Detailed component and algorithm for a-th outer iteration
	Complexity for outer iteration a

	Detector 
	1: EPA-based detector for K users (Rx combining, Covariance matrix calculation, Demodulation weight computation, Message passing) 
	Initialize t = 1, . 
	Marginal

	
	
	1.1: If t > AMUD,inner, move to 2.1
Else,
VN Update: For :
For  :
· Compute  and  as 


where  is -th element of -dimensional vector .
· Compute the mean  and variance  as


	


	
	
	1.2: FN Update: For :
c. Perform chip-by-chip MMSE as


where  and .
d. For : Given the posterior mean and variances  of , compute the mean  and variance  as


	


	
	
	1.3: Update 

Update t = t +1 and repeat 1.1
	


	
	2. Demodulation, i.e., Soft information generation
	2.1: Calculate the LLR of coded bits of user k


	


	Decoder
	3. LDPC decoding
	

3.1: LDPC decoding based on the LLR of coded bits obtained in 2.1 and obtain the LLR of coded bits 
	


	Interference cancellation
	4. LLR to probability conversion
	4.1: If a > APIC,outer, stop
Else

Calculate  from  as

, and repeat 1
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