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[bookmark: _Ref520123766]Introduction
In RAN1#94, the following agreements on metrics of performance evaluation for IAB were reached [1] :
Agreements:
· Update the Heterogeneous scenario with the following additional network dropping assumptions:
Distance
ISD 500m
ISD 200m
Minimum distance between Micro TRPs
40m
40m
Minimum distance between Macro TRP and UE
35m
10m
Minimum distance between Micro TRP and UE
10m
10m
Minimum distance between Micro TRPs and Macro TRP
40 m
20m

Agreements:
The following performance metrics should be considered in IAB evaluations:
· Area traffic capacity
· Geometry
· Per-link Geometry per hop level
· Min(Geometry) of all links for a given UE route (access and one or more backhaul links) between a donor and UE
· Resource utilization
· Average RU over nodes per hop level for access traffic is reported
· Average RU over nodes per hop level for backhaul traffic is reported  
· User plane latency (from the donor to the access UE)
· User perceived throughput (UPT) for bursty traffic: the unfinished bursts should be incorporated in the UPT calculation
· UEs in outage (which is defined as when UEs with traffic to be served but no packets have been delivered to higher layers by the end of the simulation) are included in the CDF for UPT.
· Distribution of minimum backhaul link RSRP of a given route between an IAB node and IAB donor 
· Distribution of number of child IAB nodes per IAB node and per IAB donor
· Distribution of number of access UEs per IAB donor
· Hop count distribution


In this contribution, we present further topology-related results to show the impact of multi-hop topology on the performances of an IAB network. 
[bookmark: _Ref178064866]Multi-hop topology formation
[bookmark: _Ref525805948]Topology formation procedure
In [2], the multi-hop topology formation procedure is proposed. Regarding the heterogeneous layout, the topology formation procedure with panel orientation of IAB nodes added in the process can be as follows:
1) Assume  IAB donors (macro nodes) are located at the fixed positions of the hexagonal grid. The IAB donor is equipped with 3 panels, each of which points to a cell center.  IAB nodes, initialized with isotropic antenna, are dropped randomly around each IAB donor (i.e., ). The minimal distance between nodes follows [1].
2) The potential-parent-node set A is initialized containing all IAB donors, whereas the unserved-IAB-node set B is initialized containing all IAB nodes.
3) [bookmark: _Ref519689612]According to the predefined metric, calculate/update the potential performance/quality served by the candidate links between all nodes in set A and all nodes in set B. 
· The calculation should include the directional antenna gain from each panel of the potential parent nodes towards the IAB nodes in set B. 
· The calculation should reflect the end-to-end performance from the IAB donor to the IAB node to be added, impacted by all the on-path IAB nodes in case of multi-hop topology. 
4) [bookmark: _Ref519756623]The IAB node corresponding to the maximal value of the potential performance calculation in 3) is determined to be associated with the corresponding parent node from set A. This IAB node is also moved from set B to set A. 
5) Add 3 panels to the newly added IAB node in 4) with one of the panels pointing towards the parent node. 
6) Go to 3) if set B is not empty.  
[bookmark: _Ref519756531][bookmark: _Ref525807098]End-to-end quality metric
The end-to-end quality of a certain path between an IAB node and the donor node should be considered in parent-node selection. An example of network deployment is shown in Figure 1. The IAB-N1 and IAB-N3 have been connected to the network. IAB-N1 is served by IAB-DN1 (donor), and IAB-N3 is served by IAB-N1. The not yet connected node IAB-N2 could be camped on via three candidate links, forming three different paths from IAB-N2 to IAB-DN1: one is directly connected to IAB-DN1, one is via IAB-N1 to IAB-DN1 and the third is via IAB-N3 and IAB-N1 to IAB-DN1. In this paper, we use the minimum link “capacity” over all hops of a path as a measure of the end-to-end quality of that path. The topology is then determined by maximizing the end-to-end quality over all possible paths. For the example in Figure 1, this becomes:

Below we consider two ways to calculate :
1) Maximize the minimum SNR of a path by setting 
2) Maximize the minimum rate-per-traffic-unit of a path: Let  denote a traffic weight at IAB node . When IAB-N2 is about to camp on, one should not only calculate , , and  respectively for the candidate links, but also update  and  before calculating the end-to-end quality. The update of  and  reflects the impact of the new IAB node to the potential higher-level nodes that are already connected in the network. When setting  for all , the impact factor becomes proportional to the number of downstream nodes to the parent node.

[image: ]
[bookmark: _Ref519690733]Figure 1: Example of IAB node parent-node selection scenario.
Simulation results
Comparing to [2], simulation settings are updated according to the latest agreements in [1]. The parameters used in this contribution is listed in Appendix, where the basic deployment of the donor nodes, IAB nodes and UEs are shown in Figure 2. Antenna panel of each IAB donor/node is notified with a triangle around the node marker with certain rotation, which is determined in the process of topology formation as described in Section 2.1. 
[image: C:\Users\EYEZHUA\Documents\MATLAB\IAB_RAN1\eyezhua_iabStudy\RAN1#94bis\figures\plotIabHetDeployment_AccAndTraffic_1\DeploymentMap_donorIsd500_nIabPerDonor9_nUsersPerMacroSector30_atFreq30GHz_DeploymentSeed25.png]
[bookmark: _Ref525805726]Figure 2: Network deployment map.
With the same deployment of donor nodes, IAB nodes and UEs, two end-to-end measures (see Section 2.2) are used to form the topology between donor nodes and IAB nodes.  is applied for all IAB nodes in the min-rate-per-traffic-unit metric, therefore the fundamental difference between the two metrics is whether the number of connected downstream nodes is considered in topology formation or not. 
For comparison, the distribution of hop count, the (worst-case) aggregated UE traffic at each IAB node, the minimum backhaul-link RSRP of a given path between an IAB node and the IAB donor, per-link SNR/SINR, the number of child backhaul-links per IAB node or IAB donor, and the number of served UEs per IAB donor are evaluated in Figure 3 in the downlink direction. 
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[bookmark: _Ref525809970]Figure 3: Comparison of the min-SNR-per-path and min-rate-per-traffic-unit metrics for topology formation.
1) Hop count: the number of hops between a donor node and a served UE is implicitly limited by considering the impact of downstream-node number in the process of topology formation.
2) Aggregated traffic: the worst-case aggregated traffic at an IAB node is shown in Figure 3(b) where all traffics towards the UEs served by the IAB node and its downstream child nodes are aggregated at the IAB node. To serve the same amount of traffic, the topology formed with min-rate-per-traffic-unit results in more balanced traffic distribution between IAB nodes, whereas the other metric may result in certain IAB node(s) carrying noticeably higher traffic than the remaining nodes implying higher probability of congestion. 
3) Min RSRP of a path: considering the number of downstream nodes in the process of topology formation sometimes compromises the link quality since the “best” link may not be selected due to the larger number of nodes already connected to a common upstream node. This is reflected as the inferior values of the minimum RSRP per path shown in Figure 3(c).
4) SNR/SINR: in Figure 3(d), the SINR is calculated when all the other IAB nodes and donor nodes are active, which could be the baseline for inter-IAB node interference study. The gap between SINR and SNR suggests the potential of improvement via CLI management. The figure shows that the per-link channel quality of the min-rate-per-traffic-unit metric is also compromised.
5) Number of child backhaul-links per IAB node: in Figure 3(e), both cases result in almost 80% IAB nodes serve as the outmost nodes in the IAB chain, which do not have child backhaul links. The topology formed with min-rate-per-traffic-unit results in more balanced number of child backhaul-links per IAB node, whereas the other metric may result in certain IAB node(s) carrying noticeably higher number of child backhaul links. Also, the topology formed with min-rate-per-traffic-unit has more backhaul links directly served by the donor nodes. 
6) Number of served UEs per donor node: again, Figure 3(f) shows that the number of UEs eventually served by a certain donor node is more balanced in the topology formed with min-rate-per-traffic-unit. The other metric may result in certain donor node(s) serving noticeably higher number of UEs than the remaining nodes.

[bookmark: _Toc525816305][bookmark: _Toc525821193][bookmark: _Toc525891268][bookmark: _Toc525910311][bookmark: _Toc525912386]Considering the number of downstream nodes in the process of topology formation has the advantages of having more balanced distribution of 1) aggregated traffic, 2) number of served child backhaul links per IAB node, and 3) number of UEs served by a donor.
[bookmark: _Toc525816306][bookmark: _Toc525821194][bookmark: _Toc525891269][bookmark: _Toc525910312][bookmark: _Toc525912387]The benefits of considering the number of downstream nodes in the process of topology formation may be at the cost of possibly lower channel quality of the path between the IAB node and the donor node, such as the minimal RSRP of the path.
Conclusion
In this contribution, we made the following observations:
Observation 1	Considering the number of downstream nodes in the process of topology formation has the advantages of having more balanced distribution of 1) aggregated traffic, 2) number of served child backhaul links per IAB node, and 3) number of UEs served by a donor.
Observation 2	The benefits of considering the number of downstream nodes in the process of topology formation may be at the cost of possibly lower channel quality of the path between the IAB node and the donor node, such as the minimal RSRP of the path.
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[bookmark: _Ref525805600]Appendix
	Parameters
	Heterogeneous scenario (dense urban)

	Layout
	Two layer
Macro layer: Hex. Grid (all macro BSs are IAB donors)
· 7 sites

Micro layer: Random drop (All micro BSs are all outdoor and are IAB nodes)
- 3 micro BSs per macro BS

See Figures A.2.1-3 of TR 38.802

IAB node is assumed to have 3 panels with 120 degree shift relative to each other. 
· After a certain parent node is selected, add 3 panels to the newly added IAB node with one of the panels pointing towards the parent node
Panel orientation is assumed fixed for a simulation run.

	Inter-BS distance
	Macro layer: 500m

	Min distance
		Distance
	ISD 500m
	ISD 200m

	Minimum distance between Micro TRPs
	40m
	40m

	Minimum distance between Macro TRP and UE
	35m
	10m

	Minimum distance between Micro TRP and UE
	10m
	10m

	Minimum distance between Micro TRPs and Macro TRP
	40 m
	20m




	Topology formation
	See Section 2.2

	Carrier frequency
	30GHz

	Duplex mode
	TDD

	Aggregated system bandwidth (access + backhaul)
	30GHz: Up to 400MHz (DL+UL)

	Simulation bandwidth
	400MHz

	Large-scale channel parameters
	- Macro-to-UE: 5GCM UMa
- Micro-to-UE: UMi-Street canyon
- Macro-to-Macro: 5GCM UMa (hUE =25m) 
- Macro-to-Micro: 5GCM UMa (hUE =10m)
- Micro-to-Micro: UMi-Street canyon (hUE =10m) 
- UE-to-UE: UMi-Street canyon (hBS =1.5m ~ 22.5m), penetration loss between UEs follows Table A.2.1-12 of TR38.802

The path loss for links between the IAB node and candidate serving IAB nodes/donors is determined based on N =3 independent large-scale channel realizations (taking into account LOS/NLOS probability and shadow fading).The realization that results in the minimum pathloss between the IAB node and the associated serving IAB node/donor is selected.


	Fast fading parameters
	- Macro-to-UE: 5GCM UMa
- Micro-to-UE: UMi-Street canyon
- Macro to macro: 5GCM UMa O-to-O (hUE =25m); ASA and ZSA statistics updated to be the same as ASD and ZSD; ZoD offset = 0
- Macro to micro: 5GCM UMa O-to-O; ASA and ZSA statistics updated to be the same as ASD and ZSD for UMi-Street canyon; ZoD offset = 0
- Micro to Micro: UMi-Street canyon O-to-O (hUE =10m); ASA and ZSA statistics updated to be the same as ASD and ZSD; ZoD offset = 0
- UE to UE: UMi-Street canyon; ASD and ZSD statistics updated to be the same as ASA and ZSA. Dual mobility support. 

	BS Tx power 
	Macro layer:
Above 6GHz: 40 dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 40 dBm
Micro layer:
Above 6GHz: 33 dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 33 dBm. 
EIRP should not exceed 73 dBm and 68 dBm for the macro and micro layers respectively(*)

	UE Tx power
	30GHz: 23dBm

EIRP should not exceed 43 dBm (*)

	BS antenna configurations
	See Table A.2.1-4 of TR38.802.
At least for the purpose of IAB evaluations, when the IAB node has multiple panels, access and backhaul traffic can be sent on any panel, subject to the per IAB-node half duplex constraint.

	BS antenna element gain + connector loss
	See Table A.2.1-4 of TR38.802

	BS receiver noise figure
	Above 6GHz: 7dB

	UE antenna configuration
	See Table A.2.1-4 of TR8.802.

	UE antenna height
	Follow TR36.873 

	UE antenna gain
	Follow the modeling of TR36.873

	UE receiver noise figure
	
Above 6GHz: 10dB (high performance)

	Traffic model
	Equal buffer model with 30kbps/m2 

Ratio of access DL/UL traffic = {4:1} 

	Beamforming
	DL: long-term wideband eigen-beamforming

	UE distribution
	30 users per macro sector. UEs are dropped independently with uniform distribution. The number of UEs is fixed for cases with and without IAB nodes.

- 80% indoor (3km/h), 20% outdoor (30km/h) 

Mix of O2I penetration loss models for higher carrier frequency
· Option 2
· Low-loss model – 50%
· High-loss model – 50%
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