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1	Introduction
Enhancements on MU-MIMO support were approved to be studied and specified as part of the MIMO Enhancements WID in RAN#80 [1] and revised slightly in RAN#81 [2]. The objectives for enhancing MU-MIMO support are as follows [1][2]:
	The work item aims to specify the enhancements identified for NR MIMO. The detailed objectives are as follows. 

· Extend specification support in the following areas [RAN1]
· Enhancements on MU-MIMO support
· Specify overhead reduction, based on Type II CSI feedback, taking into account the tradeoff between performance and overhead
· Perform study and, if needed, specify extension of Type II CSI feedback to rank >2
        …
        …



In this contribution we discuss the following:
· Overhead reduction of Type II CSI feedback 
· Extensions of Type II CSI feedback to higher rank transmission

2	Discussion of Overhead Reduction

2.1	Design and Evaluation Considerations
The WID objective for enhancing support for MU-MIMO centers around two components: specifying overhead reduction for the Type II CSI feedback and studying and (if necessary) specifying extensions of Type II CSI to ranks higher than 2.  In this section, we discuss various considerations for assessing the benefits of proposals aimed at enhancing Type II CSI feedback for overhead reduction.  
First, when considering the baseline for comparing new proposals, it is important to point out that the combination of the Type I and Type II CSI feedback strategies already defined in NR Rel-15 provide a framework that enables a significant level of control in the tradeoff between performance and overhead.  There are two ways to configure the Type I codebooks (L=1 and L=4), and there are 12 ways to configure Type II CSI feedback (3 values of L, a choice of either 2-bits or 3-bits of phase quantization, and a choice of sub-band scaling either on or off).  Each of these possible configurations has a different feedback overhead requirement and corresponding performance.  When considering enhancements to Type II, it is important to first understand the existing performance versus overhead tradeoff that is already present in NR Rel-15. 
To evaluate the performance versus overhead tradeoff that currently exists in NR-Rel-15, system level simulations in full buffer traffic were performed for a 32 port array (arranged as 2 rows, 8 columns, 2 polarizations) in NR-UMa with a 500m ISD.  Figure 1 shows the sector and edge user spectral efficiency performance of all 14 CSI feedback configurations in Rel-15 (2 Type I codebooks and the 12 allowed Type II configurations), where the spectral efficiencies are plotted relative to the lowest-overhead Type I codebook (Type I with L=1).  Figure 1 also shows the feedback bits required for each evaluated configuration, where the required feedback bits include the wideband bits plus sub-band bits, where a total of 10 sub-bands was assumed.  Simulations with bursty traffic are planned for a future contribution.
Several points are worth noting from Figure 1.  The gains of the Type II CSI feedback relative to the lowest-overhead Type I codebook (i.e., Type I with L=1) range from 10% to 28% in sector spectral efficiency and 6% to 16% in edge user spectral efficiency depending on how the Type II CSI is configured.  The L=1 and L=4 Type I codebook require 28 and 46 overhead bits respectively.  However, the Type II CSI feedback configurations in this example require feedback overhead that ranges from 86 bits to 285 bits, which represents roughly 3x to 10x (respectively) of the feedback overhead required for the Type I, L=1 codebook.  In this example, a 3x increase in overhead provides a 10% increase in sector SE, while a 10x increase in overhead provides a 28% increase in sector SE.  Also, the range of possible feedback overhead options in Type II is fairly broad: the feedback bits required by the highest-overhead Type II configuration is 3.3x the feedback bits required by the lowest-overhead Type II configuration.  Looking at Type II CSI alone, a 3.3x increase in feedback bits provides a 17% increase in sector SE performance (the gain of the highest overhead Type II configuration versus the lowest-overhead Type II configuration). 
As shown in Figure 1, there is a general up-trend in the performance gains over Type I as the Type II CSI is configured for higher and higher feedback bits, although this up-trend in performance is not exactly linear with feedback overhead and depends specifically on the settings of the configurable parameters of the Type II CSI.  It is interesting to note that using two bits phase quantization with L=3 or L=4 provides worse performance with the same or higher overhead compared to using a lower value of L with three bits phase quantization.  As a result, if we remove the Type II configurations with two-bit phase quantization for L=3 and L=4, then the remaining set of options would have a much more uniform and monotonic up-trend in performance as the feedback overhead increases.  
[bookmark: _Hlk525593420]Observation 1: The existing CSI feedback in NR Rel-15 consists of the Type I codebook and Type II CSI feedback, which together provide a framework for controlling the tradeoff in performance versus overhead.  With a few exceptions, there tends to be a general up-trend in performance as feedback overhead increases.  
For proposals aimed at overhead reduction, an important question is whether the performance and overhead characteristics of the proposal are more favorable than the alternatives that already exist in Rel-15 NR.  For example, a proposed overhead reduction scheme that has a performance and overhead that is similar to one of the Type II CSI configurations would not be a compelling addition to Rel-16 NR unless there was some other tangible benefit such as a significantly reduced implementation complexity for example.  As a result, it is important for the baseline in any performance evaluation be the Type I and Type II CSI feedback configurations.
Proposal 1: The baseline for performance and overhead evaluations of proposals aimed at reducing the overhead of Type II CSI should be the Type I codebook in addition to the existing Type II CSI feedback configurations.
Since the primary advantage of Type II CSI feedback is for enabling high-performance MU-MIMO with advanced precoding strategies, the methodologies for evaluating any enhancements to Type II CSI (whether overhead reduction or extensions to support higher rank transmission) should center around scenarios where MU-MIMO will be the main driver of the performance (rather than SU-MIMO).  In other words, higher UE densities or higher resource utilization scenarios should be considered to increase the likelihood that MU-MIMO can be used for transmission.  The gains of the Type II CSI over the Type I codebook tend to be much lower in SU-MIMO rather than MU-MIMO, which means the priority for overhead reduction evaluations should be placed on MU-MIMO performance.
Proposal 2: For Type II CSI overhead reduction and extensions to higher rank operation, FTP model 1 should be used in medium and high resource utilization scenarios as high priority (e.g., RU values of 50% and 70%).  A low resource utilization scenario (e.g., 20%) should be a lower priority.
Another important category of issues to consider is the general implementation issues surrounding any proposal being considered for overhead reduction.  Naturally we need to consider the feasibility of the implementation with regards to computational overhead, computational latency, opportunity for parallelization, and general testability of an implementation of the methodology. 
Proposal 3: When evaluating proposals for Type II CSI feedback overhead reduction, the overall tradeoff between performance, feedback overhead, implementation computational complexity issues, and UE testability should all be considered in the evaluation. 
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[bookmark: _Ref524960727]Figure 1 Performance of Type I codebooks and Type II CSI feedback in NR-UMa-500m, 32 port array (2,8,2), full buffer traffic (average of 10 active UEs per sector).  Gains are relative to the Type I Codebook with L=1. 

2.2	Categories of Overhead Reduction Methods
We see several possible categories of methods which can be applied to overhead reduction for the Type II codebook.  These categories include:
1. Frequency domain compression.  These methods exploit the correlation of the channel across frequency.
2. Exploiting time-domain channel sparsity.  These are methods which begin with the time domain channel and exploit its sparseness.
3. Matrix parameterization.  These are methods which apply matrix transformations to exploit matrix structure (such as an orthonormal matrix) and reduce the matrix description to fewer parameters.
4. Subband alteration, such as omission of feedback from certain subbands or expanding the width of the subbands.  For example, feed back CSI from every other subband and allow the gNB to interpolate from the information fed back.  Alternatively, CSI from every subband could be fed back, but wider subbands are employed to reduce the overhead.
We will discuss the aspects of each category separately.
2.2.1	Frequency Domain Compression
In Type II CSI, the frequency correlation is exploited inside the quantization step of  using differential amplitude quantization. However, the subband overhead part of type II is still significantly high.
Another way to exploit the channel frequency correlation is to apply frequency domain compression across the subbands using the  matrices from each subband. To illustrate, construct the  aggregated matrices  of size  for each layer , where  is the number of layers and  is the number of subbands, by horizontally concatenating the the l-th column of each . Then apply a common frequency compression matrix  to each  to yield a compressed matrix , where  has the size ,  has the size , and . At the gNB side,  is reconstructed as  for each layer.
In this context, there exist two subcategories of methods for choosing :
1. Owing to the channel sparsity in the time domain, using the DFT as a basis vector set for  is a good choice. Hence a common basis vector set can be defined at the UE and gNB, where the UE feeds back to the gNB  indices of basis vectors such that the gNB can build .
2. Alternatively,  can be compressed using its own statistics, i.e. is built from the strongest  eigenvectors of the subband covariance matrix  with the size .
The 2nd subcategory will yield better compression behavior, at the expense of higher feedback overhead for the same number of compressed components , since the basis vectors are no longer known to the gNB and hence must be fed back as well.
In Figure 2, the CDF of the SINR is depicted for a  MIMO system, with . The base station array antenna configuration is .
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[bookmark: _Ref525847897]Figure 2 SINR CDF comparing frequency compression schemes.   MIMO system with (2,8,2) BS array, .

[bookmark: _Ref525848326]Table 1 Feedback overhead for baseline and frequency compression schemes
	Type II CSI
	Freq Comp 

	Freq Comp+ type II Quantization

	Freq Comp 
, 
	Freq Comp+ type II Quantization


	543 bits
	449 bits (-17%)
	311 bits (-42%)
	165 bits (-69%)
	165 bits (-69%)



As shown in Figure 2 and Table 1, applying type II differential quantization after frequency compression can significantly save feedback overhead at the cost of performance loss. Reducing the number of components  leads to a significant performance loss in the case when type II quantization is not applied (for this case,  is the number of amplitude quantization bits and  is the number of phase quantization bits per element). Using  as a configuration parameter provides the gNB a straightforward means to control the performance vs. overhead tradeoff.
[bookmark: _Hlk525757006]Observation 2: Frequency domain compression techniques have high potential for overhead reduction while providing straightforward control of the performance vs. overhead tradeoff.
Proposal 4: Evaluate the performance vs. overhead tradeoffs of frequency domain compression methods.
2.2.2	Exploiting Time Domain Channel Sparsity
As explained in section 2.2.1, the sparsity time domain channel sparsity can be exploited to reduce the feedback overhead of Type II CSI. In fact, given the duality of the DFT operation, methods for building  from subcategory 1 of category 1 are leveraging the time domain sparsity of the channel, where the matrix  contains the columns of the DFT matrix corresponding to the most significant tap locations, depending on the frequency resolution of the DFT matrix.
In order to best exploit the time domain channel sparsity, time domain transformation is best applied on the explicit channel frequency response (CFR) , where  is the number of UE receive antennas,  is the number of gNB transmit antennas, and  is the number of PRBs (assuming 1 frequency sample per PRB). This has the advantage of the feedback overhead being independent of the rank, which makes it an excellent candidate for higher rank feedback. An additional advantage of feeding back a quantized version of the time domain channel response is the flexibility afforded to the base station to adapt its precoding methods to varying channel conditions, performance requirements, etc. since it has knowledge of the entire channel.
Due to the fact that the CFR is only partially known over the whole bandwidth, because of the guard bands, applying time domain transformation directly on the CFR without pre-processing will not yield good compression behavior. Limited knowledge of the CFR corresponds to a case of frequency domain windowing (filtering), which in the time domain leads to convolution with a sinc function. 
Hence, this leads to sparsity loss, and the actual locations of the significant taps can no longer be recovered by a simple IFFT. Pre-processing at the UE side is then required to recover the sparsity. It is important to note that the type of pre-processing to recover the sparsity has no effect on the specification, and it is only up to UE implementation how to set it. The only effect on the specification, is in defining the DFT codebook and feeding back the tap locations, in an analogous way to frequency compression schemes described in section 2.2.1.
One simple solution here is to estimate the channel taps one by one with every step removing the effect of the discovered tap from the CFR, i.e. removing its net interference on other taps. 
This is basically the incentive behind the heuristic compressive scheme, orthogonal matched pursuit. The procedure is shown in the flow chart of Figure 3, where  is the oversampled DFT matrix codebook whose columns are used to build the frequency compression matrix  of size . After every step, one tap is discovered and an approximation of the channel matrix is built by projecting the CFR onto the linear space spanned by the significant channel taps that have already been selected . The algorithm stops when the energy inside the residual matrix, , is below a certain threshold or after discovering a predefined number of taps .
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[bookmark: _Ref525850924]Figure 3 Orthogonal matched pursuit algorithm for finding significant channel taps.
By exploiting the common channel support, all paths share the same significant tap locations. Hence, the UE sends a vector of  elements containing indices of significant tap locations, which is the explicit feedback equivalent of a vector of  indices in section 2.2.1. In addition, the UE feeds back the quantized matrix of channel taps obtained as 

where  is  and  () is the aggregated channel frequency matrix where all the transmit beam receive antenna paths are concatenated in the 2nd dimension.
As shown in Figure 4, by just feeding back  taps per path, the performance is very close to type II CSI at an overhead cost of , which offers 68% overhead reduction over type II CSI.
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[bookmark: _Ref525852072]Figure 4 SINR performance of OMP algorithm compared to type II CSI and frequency domain compression.
The above described OMP algorithm is one way of achieving compressed explicit time domain CSI feedback. 
Alternatively, there is a time shifting approach, where the UEs apply multiple time shifts to the time domain CIR Rx-signal as illustrated in Figure 5. Generally, a single relevant multi path component (MPC) will smear its energy over all taps of the CIR (black lines) so that for a single MPC multiple tap values must be reported. By applying multiple time shifts to the Rx-signal, the sinc function will shift with respect to the UE sample timing. By selecting the best fitting time shift (red curve) all zeros of the sinc function will coincide with the sample timing and only one single relevant tap remains for reporting. 
Generally, CIRs will comprise more than one single MPC and therefore there will be more than one single relevant tap. Nonetheless, it has been found that time shifting can significantly reduce the number of relevant taps for modeled as well as real world radio channels. 
For the time shift operation itself, a multiplication of the frequency domain CFR with multiple phase slopes with varying phase slopes values i is suited best. The phase slope values i are chosen so that the time shift is a certain fraction of a single tap generating, for example, eight sub-tap locations. In a further step, the UE selects the time shift with the minimum number of relevant taps above a certain power threshold and quantizes those relevant taps before reporting. Note, according to current results, eight time shifts provide good performance. The time shift operation might be for example applied to each CFR of size CBx1 of the 2L channel components of .  
This proposal is a lossless compressed sensing mechanism and combines low processing complexity at UE side with flexible CSI reporting overhead. Initial simulations indicate a promising performance versus overhead trade-off.
  [image: ]
[bookmark: _Ref525852291]Figure 5 Illustration of the time shift operation on a single multi path component channel impulse response.
[bookmark: _Hlk525921991]Observation 3: Time-domain channel techniques directly address the fundamental channel sparseness and have promise for improved performance vs. overhead tradeoff while providing significant precoding flexibility to the BS.
2.2.3	Matrix Parameterization
While categories 1, 2, and 4 focus on exploiting the frequency correlation, another dimension which can be exploited is the orthogonality of the dominant eigenvectors across layers for one subband, which is also not considered in Type II reporting. Consider the  aggregated matrices per subband , of size , where  is the index of the corresponding subband. In the following, we will focus on the k-th subband for simplicity, but without loss of generality, and consider a generic , which is the matrix that carries the  orthonormal eigenvectors of the k‑th subband. 
Each matrix , has  complex elements, that is  real-valued coefficients. In the interest of reducing the feedback overhead it may then be useful to make sure to eliminate any redundancy in the representation of the layers, i.e., each , before exploiting frequency correlation (or any other methods to reduce the number of reported ). To this end we consider a method based on the so-called Givens rotations and parameterize  in order to represent it with the minimum number of real-valued coefficients, without loss of information. In particular, this allows the first layer to be represented with  real-valued coefficients and the -th layer with  real-valued coefficients. Therefore, we can parameterize  with  real-valued coefficients instead of the initial  real-valued coefficients. In other words, a reduction of  % on the number of coefficients per subband is achieved. We note that a specificity of this parameterization is that these new real-valued coefficients are expressed as two sets of angular values, i.e., a set of  phase rotations  and a set of  Givens rotations . 
This approach has several theoretical and practical advantages:
1. The information on each layer can be represented with a lower number of coefficients (before and regardless of the quantization).
2. The parameterization by means of Givens rotations is lossless.
3. The parameterization can be followed by one or more other methods/steps to reduce the feedback overhead such as frequency compression, low-rank approximation, quantization, and so on.
4. The two ranges of values which can be assumed by phase and Givens rotations are fixed and bounded. This could yield a simple design of the subsequent quantization step, since no normalization would be necessary, and uniform quantization could be applied to both components (as opposed, for instance, to amplitude quantization in Type II reporting which necessitates normalization and logarithmic scale for quantization).
5. The reduction of coefficients to report, i.e.,  %, increases with . In other terms, the higher the feedback rank the more this parameterization is advantageous as compared to the baseline (which represents complex numbers by means of amplitude and phase) and offers a better scaling of the overhead. A comparison between the number of bits for a PMI report (for 10 subbands) when Type II reporting is adopted, as opposed to when the matrix parameterization by means of Givens rotation is adopted (with non-optimized element-wise quantization performed over and , with 2 bits per component, i.e., ), is illustrated in Table 2 for different feedback ranks. As can be seen from Table 2, this approach thus offers a very promising feedback overhead scalability in the context of the Rel. 16 WI. The potential of the Givens parameterization is further corroborated by the fact that neither frequency correlation nor optimized quantization have been leveraged to achieve these results.
[bookmark: _Ref525920547]Table 2 Feedback overhead for baseline and example of application of non-optimized Givens parameterization
	
	Rank 2
	Rank 3
	Rank 4
	Rank 8

	Type II
	543
	783
	1023
	1983

	Givens  
	535 (-1.5%)
	735 (-6.2%)
	895 (-12.5%)
	1135 (-42.8%)



Switching now the focus to the downlink performance, in Figure 6 we depict the CDF of the SINR for a  MIMO system, where the base station array antenna configuration is , with . As can be seen from Figure 6, the performance of the two methods is comparable. On other hand, the feedback overhead clearly favors the Givens alternative. It is worth noting that the tested configuration for the element-wise quantization of the components of the Givens parameterization, i.e., , has been chosen as the one that provides the closest performance in terms of feedback overhead as compared to Type II rank-2 reporting. However, this does not mean it is the best available configuration, especially because frequency correlation and optimized quantization have not been leveraged. Further investigations and optimizations could lead to devising different approaches based on Givens parameterization, whose feedback overhead is further reduced and scalability increased. 
Observation 4: Matrix parameterization by means of Givens rotations yields non-negligible and lossless reduction of reported coefficients per layer and provides comparable performance to Type II reporting (rank-2), even for non-optimized configurations and quantization. It can be easily combined with other overhead reduction techniques and quantization.
Proposal 5: Consider and evaluate application of matrix parameterization methods based on Givens rotations for Type II overhead reduction.
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[bookmark: _Ref525920662]Figure 6 SINR CDF comparing Type II reporting and non-optimized Givens parameterization (. 32×2 MIMO system with (2,8,2) BS array, L=4.

2.2.4	Subband Alteration
The fourth category of compression schemes aims at exploiting frequency correlation by altering the approach to subband feedback, for example by increasing the subband size or by reporting CSI for a subset of the configured subbands. For example, by offering more options for configurable subband sizes in Table 5.2.1.4-2 in [1], a better trade-off between performance and overhead can be reached by providing the base station with more flexibility in setting the number of subbands.
On the one hand, such schemes have the advantage of minimal impact on the specification, if just applied on type II CSI, and limited impact on UE complexity. On the other hand, performance must be studied to determine the potential loss in performance due to reduced resolution in the frequency domain.
It is worth noting that methods from categories 3 and 4 can be used in conjunction because, as mentioned earlier, category 3 only exploits the orthonormal structure of the channel eigenvectors and doesn’t address the frequency correlation part. On the other hand, methods from category 4 can’t be combined for example with methods from categories 1 or 2. This is due to the fact that in categories 1 and 2, the frequency correlation is already eliminated by frequency compression.
Proposal 6: Evaluate performance vs. overhead trade-off using subband alteration techniques.
Proposal 7: Evaluate combinations of category 3 and 4 overhead reduction schemes
2.3	Additional Overhead Reduction Methods
2.3.1	Overhead Reduction for WB Amplitude in Part 2 CSI
Since the indication of the number of non-zero WB amplitudes per layer is specifically defined in Part 1 of Type II CSI and each field in Part 1 reporting is agreed to be encoded separately [1], WB amplitude feedback in Part 2 CSI can be further optimized to reduce its feedback overhead [5].  Naturally, this overhead reduction solution is suitable for both Type II single-panel codebook and Type II codebook for beamformed CSI-RS.
For example, WB amplitude feedback in Part 2 CSI can be divided into three parameters: indices of the N non-zero WB amplitude beams per layer, the strongest index out of N non-zero coefficients per layer, and (N-1) WB amplitudes, excluding the strongest one, for each layer. Herein indices of the N non-zero WB amplitude are quantized jointly using combinatorial signaling with  bits to choose N out of 2L indices for a layer, which imposes an ordering on the reported beams from lowest to highest index. The strongest index out of N non-zero coefficients is quantized as  bits for a layer by using a binary integer from 0 to N-1. (N-1) WB amplitude coefficients are ordered from lowest to highest index and quantized as  bits for a layer assuming 3-bit WB amplitude quantization. Therefore, the total payload of the proposed WB amplitude feedback is  bits for a layer.
However, the existing WB amplitude feedback in Part 2 CSI contains the strongest index out of 2L coefficients and (2L–1) amplitude coefficients per layer. The strongest index is quantized as  bits, and (2L–1) amplitude coefficients are quantized as  bits for a layer. Therefore, the total payload of the traditional WB amplitude feedback is  bits for a layer regardless of the number of non-zero WB amplitudes N.
The payloads of the proposed WB amplitude feedback are calculated and compared with the traditional scheme in Table 3 in terms of the number of beams L and the number of non-zero WB amplitudes N, assuming rank 1 and 3-bit amplitude quantization. According to Table 3, the proposed WB amplitude feedback can achieve lower feedback payload than the traditional feedback scheme.
[bookmark: _Ref525920458]Table 3 Payload comparison of WB amplitude feedback assuming rank 1 transmission
	N
	L = 4
	L = 3
	L = 2

	
	Traditional
	Overhead reduction
	Traditional
	Overhead reduction
	Traditional
	Overhead reduction

	1
	24
	3
	18
	3
	11
	2

	2
	
	9
	
	8
	
	7

	3
	
	14
	
	13
	
	10

	4
	
	18
	
	15
	
	11

	5
	
	21
	
	18
	

	6
	
	23
	
	18
	

	7
	
	24
	

	8
	
	24
	


Observation 5: The proposed WB amplitude feedback can achieve lower feedback payload than the traditional feedback scheme. 
[bookmark: _Hlk525922080]Proposal 8: Considering feedback of the number of non-zero wideband amplitudes (N), adopt enhanced wideband amplitude feedback with 3 parameters per layer as follows to reduce its feedback overhead for the Type II codebook (both Type II single-panel codebook and Type II codebook for beamformed CSI-RS):
· 1st parameter: Joint encoding of the indices of the N non-zero coefficients using combinatorial signaling with  bits to choose N out of 2L indices per layer.
· 2nd parameter: The strongest index out of N non-zero coefficients using  bits per layer.
· 3rd parameter: (N-1) non-zero coefficients quantized as  bits per layer.

2.3.2	Long and Short Term Feedback
For both the frequency as well as the time domain solutions, the parameters involved fall into two sets: one set of parameters whose values are valid over longer time periods and another set of parameters whose value change fast and are highly dynamic. Using one combined reporting for all parameters like  together with  has its benefits because each report is fully self-contained. 
At the same time, further overhead reduction will be achieved by separating the reporting into a less frequent long term part and a more frequent short term CSI feedback, as illustrated in Figure 7. The less frequent long-term part might contain – depending on the solution – , the number of beams L, some covariance values of  or long-term tap characteristics like their mean power. The short-term CSI feedback would then be dependent on the last reported long-term parameters, e.g.,  with respect to , or phase and amplitude relative to the reported number of beams L. 
To combine the benefits of reduced overhead with that of self-containment, one might define self-contained reporting frames comprising one long term report together with a predefined number of short term CSI reports, i.e., the self-containment is now with respect to a frame instead of a single reporting instance.
[bookmark: _Hlk525922293]Proposal 9: Evaluate the use of separate long and short term feedback for Type II CSI, with short term feedback more frequent than long term feedback.
[image: ]
[bookmark: _Ref525853276]Figure 7 High level illustration of potential self-contained reporting frames.

3	Extensions to Higher Rank 
In this section, we discuss various considerations for assessing the proposals aimed at extending Type II CSI feedback to supporting higher ranks. As pointed out earlier in this contribution, the primary advantage of Type II CSI feedback is for enabling high-performance MU-MIMO with advanced precoding strategies.  Typically, the benefits of Type II CSI feedback over the Type I codebook are limited when the transmission scheme is SU-MIMO, however, low utilization scenarios may result in mostly SU-MIMO transmission.  In high utilization scenarios, the transmission scheme may mostly be MU-MIMO, so a question arises as to the benefits of supporting higher per-UE ranks in MU-MIMO transmission.  Figure 8 and Figure 9 show system level simulation results for the Type I codebook and the Type II CSI feedback for SU-MIMO (max layers is 4) and MU-MIMO with max layers per UE of 1, 2, and 4.  For Type II CSI with 3 or 4 layers, we considered a straightforward extension of the existing Type II design methodology to higher rank transmission (without any alteration of the basic Type II design methodology).  These results are for full buffer traffic with the same system setup as in Section 2.1 of this contribution.  As shown in these results, there is little or no benefits of allowing the per-UE rank to exceed 1 with MU-MIMO in the case where MU-MIMO is the predominant transmission mode.  Simulation results in bursty traffic with a low utilization would presumably show benefits of supporting higher UE ranks with SU-MIMO, and simulations in bursty traffic are planned for a future contribution.  As a result, we recommend that for extending Type II CSI to higher rank transmission, the priority scenarios should be low (e.g, 20%) and high (e.g., 70%) resource utilization.  A medium utilization scenario (e.g., 50%) could be viewed as a lower priority.
[bookmark: _Hlk525922098]Observation 6: In full buffer traffic, the benefits of allowing higher per-UE rank with the Type II CSI feedback appears to provide little or no benefit in MU-MIMO.
Proposal 10: For extensions of Type II CSI to higher rank operation, FTP model 1 should be used in low and high resource utilization scenarios as high priority (e.g., RU values of 20% and 70%).  A medium resource utilization scenario (e.g., 50%) should be a lower priority.

[image: ]
[bookmark: _Ref525827802]Figure 8 Performance of the Type I codebook with MU-MIMO relative to SU-MIMO for 1, 2, and 4 layers per UE.  NR-UMa-500m, 32 port array (2,8,2), full buffer traffic.  Gains are relative to SU-MIMO with a max rank of 4. 

[image: ]
[bookmark: _Ref525827813]Figure 9 Performance of Type II CSI feedback with MU-MIMO relative to SU-MIMO for 1, 2, and 4 layers per UE.  NR-UMa-500m, 32 port array (2,8,2), full buffer traffic.  Gains are relative to SU-MIMO with a max rank of 4. 

4	Conclusions
[bookmark: OLE_LINK43][bookmark: OLE_LINK44][bookmark: OLE_LINK34][bookmark: OLE_LINK35]In this contribution, we have presented our views on overhead reduction of Type II CSI feedback and extension of Type II CSI feedback to higher rank transmission.  The observations and proposals in this contribution are:
Observation 1: The existing CSI feedback in NR Rel-15 consists of the Type I codebook and Type II CSI feedback, which together provide a framework for controlling the tradeoff in performance versus overhead.  With a few exceptions, there tends to be a general up-trend in performance as feedback overhead increases.  
Proposal 1: The baseline for performance and overhead evaluations of proposals aimed at reducing the overhead of Type II CSI should be the Type I codebook in addition to the existing Type II CSI feedback configurations.
Proposal 2: For Type II CSI overhead reduction and extensions to higher rank operation, FTP model 1 should be used in medium and high resource utilization scenarios as high priority (e.g., RU values of 50% and 70%).  A low resource utilization scenario (e.g., 20%) should be a lower priority.
Proposal 3: When evaluating proposals for Type II CSI feedback overhead reduction, the overall tradeoff between performance, feedback overhead, implementation computational complexity issues, and UE testability should all be considered in the evaluation. 
Observation 2: Frequency domain compression techniques have high potential for overhead reduction while providing straightforward control of the performance vs. overhead tradeoff.
Proposal 4: Evaluate the performance vs. overhead tradeoffs of frequency domain compression methods.
Observation 3: Time-domain channel techniques directly address the fundamental channel sparseness and have promise for improved performance vs. overhead tradeoff while providing significant precoding flexibility to the BS.
Observation 4: Matrix parameterization by means of Givens rotations yields non-negligible and lossless reduction of reported coefficients per layer and provides comparable performance to Type II reporting (rank-2), even for non-optimized configurations and quantization. It can be easily combined with other overhead reduction techniques and quantization.
Proposal 5: Consider and evaluate application of matrix parameterization methods based on Givens rotations for Type II overhead reduction.
Proposal 6: Evaluate performance vs. overhead trade-off using subband alteration techniques.
Proposal 7: Evaluate combinations of category 3 and 4 overhead reduction schemes
Observation 5: The proposed WB amplitude feedback can achieve lower feedback payload than the traditional feedback scheme. 
Proposal 8: Considering feedback of the number of non-zero wideband amplitudes (N), adopt enhanced wideband amplitude feedback with 3 parameters per layer as follows to reduce its feedback overhead for the Type II codebook (both Type II single-panel codebook and Type II codebook for beamformed CSI-RS):
· 1st parameter: Joint encoding of the indices of the N non-zero coefficients using combinatorial signaling with  bits to choose N out of 2L indices per layer.
· 2nd parameter: The strongest index out of N non-zero coefficients using  bits per layer.
· 3rd parameter: (N-1) non-zero coefficients quantized as  bits per layer.
Proposal 9: Evaluate the use of separate long and short term feedback for Type II CSI, with short term feedback more frequent than long term feedback.
Observation 6: In full buffer traffic, the benefits of allowing higher per-UE rank with the Type II CSI feedback appears to provide little or no benefit in MU-MIMO.
Proposal 10: For extensions of Type II CSI to higher rank operation, FTP model 1 should be used in low and high resource utilization scenarios as high priority (e.g., RU values of 20% and 70%).  A medium resource utilization scenario (e.g., 50%) should be a lower priority.
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