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1 Introduction
In TSG-RAN#80 plenary meeting [1], the scope of new SID on physical layer enhancements for NR URLLC was defined for release 16 (R16), in addition to AR/VR which is already enabled by release 15 (R15) URLLC, three different use cases were identified, including transport industry (at least including remote driving), electrical power distribution and factory automation. Then in the last RAN#81 plenary meeting [2], the scope was further discussed and modified explicitly to include remote driving. During the email discussion after RAN1 #94 [3], the detailed requirements as well as simulation assumptions for these three use cases are hotly discussed and certain agreements have been achieved. 
The contribution mainly provides some system level simulation results based on the assumptions and methodology proposed in our companion paper [4] to establish the baseline performance achieved with R15 URLLC technologies. 
In our established system level simulation platform, URLLC-related features in R15 are integrated to enable a small transmission latency and a high reliability, including higher subcarrier spacing (SCS), non-slot transmission, enhanced UE processing capability for ACK/NACK feedback and CSI feedback, grant free (GF) transmission, new MCS and CQI tables with 1e-5 target BLER, etc. Based on these features, the baseline performance of R15 to support the identified uses cases are presented. 
Meanwhile, DL/UL configuration with all downlink slots or all uplink slots are assumed in the evaluation. The antenna port configuration at gNB is 4TX/4RX while the antenna port configuration at UE is 2TX/4Rx. Moreover, the subcarrier spacing of 60 kHz and slot length of 14 OFDM symbols are assumed. The PDCCH transmission is omitted in the following simulation for brevity. That is, the data latency and reliability obtained in the following simulation results is only based on the PDSCH/PUSCH reliability assuming that the PDCCH blocking probability and PDCCH detection error are 0%. 
2 Transport Industry
According to the discussion in the last RAN plenary meeting [5], it is clarified that Remote Driving is included as one of use case for Transport Industry in the scope of R16 URLLC SID. As shown in Figure 1, one controller interacts with a vehicle to drive the vehicle through wireless communications. The information interaction is bi-directional. For DL transfer, the controller first sends the control message through the core network (CN) to the anchor gNB, then gNB transmits the message through air interface (AI) to the vehicle, finally the vehicle acts in response to the received control message. For UL transfer, the sensors in the vehicle first transmits the collected data, e.g., video for road conditions, to the gNB through airport interface, then gNB forwards the message to the controller through the CN, and finally the controllers adjusts the driving actions and updates the control messages based on the received data. The overall End-to-End (E2E) latency for remote driving is 5 ms. According to the offline discussion in [3], the CN latency for remote driving is 3 ms, and hence only 2 ms is left time for information transfer over air interface. That is, the AI latency is 2 ms, meanwhile, the reliability requirement is 99.999%.
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Figure 1 Illustration of remote driving
The detailed simulation assumptions are given in Table 2 and 3 in [4], among which we describe the traffic model specifically. For the UL transmission in remote driving, the vehicles will transmit the video data to the driver, and the video stream is often stable. Assuming the video transfer rate is 60 frames per seconds, then the traffic could be modeled as a periodically arriving model with an arriving rate of 60 per seconds. The packet size could be calculated from the video coding scheme and picture resolution. Given H.265 format and 720p resolution, the packet size is about 2170 bytes for one video stream. Assuming 2 cameras (i.e., video streams) and some data rate for sensors, the packet size is about 5220 bytes.

For the DL transmission, the traffic is often aperiodic and is modeled as Poisson Arriving model. The average packet arrival interval should match the interval of uplink packet, and hence the packet arriving rate is set as 60 per seconds. The packet size could be calculated according to the required data rate. Given the packet arrival rate of 60 per seconds, the packet size should be set as 2083 bytes to achieve the required 1Mbps service data rate.
2.1 Downlink Transmission
The simulation results are shown in Table 1, in which the total overhead for control and reference signal is 3 OS, i.e., 21.4% overhead. It is found that for the Urban Macro deployment, when 10 vehicles are in remote driving per cell with 40 MHz bandwidth, the ratios of vehicles achieving the required 2 ms latency and 99.999% reliability are 50% and 65% for Urban A and Urban B respectively. The performance of Urban B is better than that of Urban A. This is mainly incurred by the following two reasons. Firstly, since the vehicles are restricted on the East-West roads in Urban B, the geometry is slightly improved, as shown in Figure 2. Secondly, since the moving speeds of vehicles on four adjacent roads are 60 km/h, 50 km/h, 25 km/h and 15 km/h, and hence the average moving speed is smaller than that used in Urban A (i.e., 60 km/h for all roads). As a result, the channel estimation in Urban B is more accurate than that in Urban A. 
Then for the Highway deployment, the ratios of vehicles achieving the required 2 ms latency and 99.999% reliability are 77.5%, 79.5% and 75% respectively for Freeway A, Freeway B and Freeway C in case of 10 vehicles per cell. The performance of Freeway B is slightly better than that of Freeway A mainly due to the lower average moving speed. Specifically, for Freeway A, the moving speed is 140 km/h on all lanes, while for Freeway B, the speeds are 80 km/h, 100 km/h, 140 km/h, 40 km/h, 30 km/h, 20 km/h for vehicles on six lanes on the highway. Meanwhile, the performance of Freeway C is worse than the performance of Freeway A and B, mainly due to a worse geometry distribution as shown in Figure 2. 
Moreover, it could be observed that the overall geometry distribution in the Highway deployment is greatly improved compared with the geometry distribution in the Urban Macro deployment. This is because the inter-cell interference in the Highway deployment is smaller than that in the Urban Macro Deployment. Specifically, the inter-cell interference comes from all adjacent cells around the target cell, while in the Highway deployment, the inter-cell interference only could come from the adjacent cells along the road. As a result, the ratio of vehicles satisfying the 2 ms latency and 99.999% reliability requirement in the Highway deployment is much higher than that in the Urban Macro deployment.
Note that for remote driving, 100% vehicle coverage is indispensable, and we must guarantee all vehicles are in control to avoid any uncontrollable events. That is, the ratio of UEs should be 100% for practical operation. Meanwhile, according to our computation in [3] [4], the maximum number of average vehicles per cell is much large, e.g., 47 for Urban A deployment and 61 for Freeway A deployment for a given 2 second response time between vehicles [4]. Hence, the simulation results for both Urban Macro and Highway are far away from satisfying the final requirements of remote driving.
Observation 1: For 40 MHz bandwidth and 10 vehicles per cell, about 50%/65% and 78%/80%/75% vehicles could achieve the required 2 ms latency and 99.999% reliability for Urban A/B and Freeway A/B/C respectively in the downlink transmission, far away from supporting 100% vehicle.

Table 1 The ratio of vehicles satisfying the required 2 ms latency and X reliability in case of 10 vehicles per cell in the downlink transmission, while Y = 1-X

	
	Y=1e-5
	Y=1e-4
	Y=1e-3

	Urban A
	50%
	68.3%
	86.7%

	Urban B
	65%
	81.7%
	91.7%

	Freeway A
	77.5%
	95%
	97.5%

	Freeway B
	79.5%
	95%
	97.5%

	Freeway C
	75%
	85%
	95%
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Figure 2 Geometry distribution for the Urban Macro and Highway deployments
2.2 Uplink Transmission
The simulation results are shown in Table 2, in which the total overhead for control and reference signal is 1.5 OS, i.e., 10.7% overhead. It is found that for the Urban Macro deployment, 40.3% vehicles could achieve the 2 ms latency and 99.999% reliability in case of 10 vehicles per cell. With respect to the Highway deployment, about 42.5% vehicles could achieve the required 2 ms and 99.999% reliability with the same simulation setup. Similar to the downlink transmission, the performance obtained in the Highway deployment is better that that in the Urban Macro deployment since the inter-cell interference is greatly reduced. Nevertheless, the achieved performance is far away from satisfying the final requirements of remote driving, e.g., 47 for Urban A deployment and 61 for Freeway A deployment for a given 2 second response time between vehicles [4].
Observation 2: For 40 MHz bandwidth and 10 vehicles per cell, about 40% and 43% vehicles could achieve the required 2 ms latency and 99.999% reliability for Urban A and Freeway A respectively in the uplink transmission, far away from supporting 100% vehicle coverage.
One notable observation is that for some cell edge UEs, the reliability of 99.999% requirement cannot be satisfied even if we allocate all the resources within the latency bound to this UE. That is, the SINR for these UEs is too poor to satisfy the reliability requirement. This may be solved by either improving the transmission efficiency, e.g., deploying multiple TRPs at gNB to improve SINR for the cell edge UEs.
Observation 3: For cell edge UEs, the 2 ms latency and 99.999% reliability requirement cannot be satisfied in the uplink transmission even when all resources within the latency bound are to this UE, and further study is necessary to resolve this problem.
Table 2 The ratio of vehicles satisfying 2 ms latency and X reliability requirement in case of 5 vehicles per cell in the uplink transmission, while Y = 1-X

	
	Y=1e-5
	Y=1e-4
	Y=1e-3

	Urban A
	40.3%
	61.7%
	66.7%

	Freeway A
	42.5%
	72%
	82%


To sum up, it is observed that even with 40MHz bandwidth, we cannot provide 100% vehicle coverage with the required latency and reliability requirement in remote driving, when only 10 vehicles per cell are served. Hence it is much necessary to study the further enhanced technologies for both downlink and uplink data transmission. 
Proposal 1: Enhanced technologies should be studied to further improve both downlink and uplink transmission performance to achieve the required latency/reliability requirement and almost 100% vehicle coverage for remote driving in transport industry.
3 Electric Power Distribution
According to the offline discussion summary [3], two sub use cases are listed for performance evaluation of power distribution, i.e., Differential Protection (DP) and Power Distribution Grid Fault and Outage Management, which is also denoted as Distributed Feeder Automation (D-FA). In the following, the baseline performance for DP is simulated and presented. The use case of DP requires a 15 ms E2E latency and 99.999% reliability. Generally speaking, several adjacent distribution terminating units (DTUs) compose the protection zone of DP. These DTUs exchange their current values with their neighbors in a strict cyclic pattern for fault identification. If fault occurs out of the protection zone, differential current among all DTUs is almost zero. If fault is inside, differential current will exceeds thresholds. 
Assuming DTUs will exchange information through cellular networks, as shown in Figure 3, then the communication links would be split into three hops. DTU 1 first transmits its current value in UL to the gNB, then gNB exchanges information with the gateway, and finally gNB transmits the current value to DTU 2. Note that this is only a one-way information transfer from one node, i.e., DTU 1, and in practice, DTU 2 will simultaneous transmit its current value to DTU 1 through the gNB.
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Figure 3 Illustration of communication link in differential protection
According to the email discussion in [3], the overall CN latency for power distribution is 3 ms, and hence the left one-way AI latency is about 6 ms. Meanwhile, different from remote driving, the traffic model for DP is clear with few concerns proposed during the offline discussion. The current values should be sampled equally, about 24 times per 20 ms, and the information size is about 250 bytes according to IEC 61850. Hence, it is a periodical packet arriving model with the packet size of 250 bytes and arrival interval of 0.833 ms. Detailed simulation assumptions would be found in Table 4 in [4]. 
Table 3 shows the ratio of UEs satisfying the 6 ms latency and different reliability requirements in the downlink transmission, in which the total overhead for control and reference signal is 1.5 OS, i.e., 10.7% overhead. It is found that for 8 UEs per cell served with 40MHz bandwidth, all UEs could satisfy the 6 ms latency and 99.999% reliability requirement. This good performance is mainly owing to the loose latency requirement and periodical traffic model. 
Observation 4: For 8 UEs per cell with 40 MHz bandwidth, all UEs could satisfying the 6 ms latency and 99.999% reliability requirement for the downlink transmission in differential protection.
Table 3 The ratio of vehicles satisfying the required 6 ms latency and X reliability in case of 8 UEs per cell in the downlink transmission, while Y = 1-X

	
	Y=1e-5
	Y=1e-4
	Y=1e-3 

	Differential Protection
	100%
	100%
	100%


Table 4 shows the performance for uplink transmission, in which the total overhead for control and reference signal is 1.5 OS, i.e., 10.7% overhead. It is found that for 8 UEs per cell served with 40MHz bandwidth, about 92.3% UEs could satisfy the 6 ms latency and 99.999% reliability requirement. Similarly, the performance is good owing to the loose latency requirement and hence a large number of retransmission opportunities.
Observation 5: For 8 UEs per cell with 40 MHz bandwidth, about 92% UEs could satisfying the 6 ms latency and 99.999% reliability requirement for the uplink transmission in differential protection.
Table 4 The ratio of vehicles satisfying the required 6 ms latency and X reliability in case of 8 UEs per cell in the uplink transmission, while Y = 1-X

	
	Y=1e-5
	Y=1e-4
	Y=1e-3

	Differential Protection
	92.3%
	96.4%
	97.6%


Proposal 2: Enhanced technologies should be studied to further improve the uplink transmission performance to achieve the required latency/reliability metrics and almost 100% UE coverage for differential protection in power distribution.
4 Conclusions 
In this contribution, simulation results for some uses cases in transport industry and power distribution are presented to establish a baseline performance. Observations and proposals are given as follows.
Observation 1: For 40 MHz bandwidth and 10 vehicles per cell, about 50%/65% and 78%/80%/75% vehicles could achieve the required 2 ms latency and 99.999% reliability for Urban A/B and Freeway A/B/C respectively in the downlink transmission, far away from supporting 100% vehicle.
Observation 2: For 40 MHz bandwidth and 10 vehicles per cell, about 40% and 43% vehicles could achieve the required 2 ms latency and 99.999% reliability for Urban A and Freeway A respectively in the uplink transmission, far away from supporting 100% vehicle coverage.
Observation 3: For cell edge UEs, the 2 ms latency and 99.999% reliability requirement cannot be satisfied in the uplink transmission even when all resources within the latency bound are to this UE, and further study is necessary to resolve this problem.
Observation 4: For 8 UEs per cell with 40 MHz bandwidth, all UEs could satisfying the 6 ms latency and 99.999% reliability requirement for the downlink transmission in differential protection.
Observation 5: For 8 UEs per cell with 40 MHz bandwidth, about 92% UEs could satisfying the 6 ms latency and 99.999% reliability requirement for the uplink transmission in differential protection.
Proposal 1: Enhanced technologies should be studied to further improve both downlink and uplink transmission performance to achieve the required latency/reliability requirement and almost 100% vehicle coverage for remote driving in transport industry.
Proposal 2: Enhanced technologies should be studied to further improve the uplink transmission performance to achieve the required latency/reliability metrics and almost 100% UE coverage for differential protection in power distribution.
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