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Introduction
In the last RAN1 94# meeting [1], we had the following agreements and conclusions
Agreement
The possibility of scheduling multiple DL/UL transport blocks is configured via RRC. Details TBD
When scheduling of multiple TBs is enabled, the number of scheduled transport blocks (>= 1) should be dynamically selected via DCI. The maximum number of scheduled transport blocks with one single DCI is [TBD].
· The number of blind decodes for MPDCCH is not increased as a result of scheduling multiple TBs
One DCI to schedule multiple TBs for SC-MCCH is not supported
Working assumption
For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, each transport block corresponds to a unique HARQ process. 
Conclusion
When multiple TBs are scheduled by one DCI, study interleaving amongst TBs from different HARQ process in cases of repetitions
· Companies are encouraged to submit evaluation results in the next RAN1 meeting
[bookmark: OLE_LINK42][bookmark: OLE_LINK41]Based on these agreements, we further discuss the multi-TBs scheduling.
Multi-TBs scheduling with DCI for unicast
Multi-TBs scheduling with DCI for unicast was supported in last meeting. Whether to support multi-TBs scheduling without DCI (SPS enhancement) for unicast should be discussed. In order to save MPDCCH overhead, semi-persistent scheduling (SPS) was supported in LTE MTC. SPS is well suited to periodic communication like voice. It is proposed to support SPS enhancement in [3] because of the flexibility and reduction on overhead. 
[bookmark: OLE_LINK39][bookmark: OLE_LINK38]However, on one hand, SPS can satisfy the requirement of periodic traffic transmission. e.g., larger data traffic can be scheduled by configuring longer periods. So there is no need to do the SPS enhancement for periodic traffic. On the other hand, for the aperiodic traffic (burst traffic), scheduling multi-TBs with DCI has more flexibility because more information is indicated in the DCI instead of high layer configuration, and less MPDCCH overhead because of lacking the deactivation DCI. Therefore, compared with multi-TBs scheduling in unicast, SPS enhancement shows less flexibility and more MPDCCH overhead for aperiodic traffic, and also shows unnecessity for periodic traffic.
[bookmark: OLE_LINK40]Proposal 1: SPS enhancement for multi-TB scheduling without DCI is not supported. 
[bookmark: OLE_LINK18]DCI design principle
To ensure the effectiveness and reliability of the system, the DCI overhead for multi-TBs scheduling should be reduced. The following principles, including the common parameters and DCI size, should be considered to design DCI for multi-TBs scheduling.
· Common parameters
[bookmark: OLE_LINK43][bookmark: OLE_LINK2][bookmark: OLE_LINK10]If the resources for multiple TBs are scheduled continuously, the channel condition can be assumed to show no obvious difference among multiple TBs. When multi-TBs scheduling was introduced, new DCI fields would increase the overhead. So using the common parameters for multi-TBs scheduling to reduce the DCI overhead is desirable. For example, the field of MCS is assumed to be the same for all TBs in [4] and the other specific parameters like the number of repetitions in [2] could be considered as the same to minimize the DCI size for multi-TBs scheduling. HARQ process number, NDI, redundancy version and TPC command can be related to the number of multiple TBs, scheduling pattern, mapping method or feedback mechanism. They can be discussed after we have the corresponding conclusion. 
[bookmark: OLE_LINK14]Proposal 2: Common parameters can be considered to reduce the DCI overhead 
· FFS detailed parameters
· [bookmark: OLE_LINK19]DCI size
The number of blind decoding is mainly determined by the aggregation level and the number of NPDCCH repetitions. UEs are expected to receive the corresponding DCI format by the RRC configuration for multi-TBs scheduling. The DCI size would not affect the number of blind decoding.  
As for the single TB fallback problem mentioned in [3], two DCI formats for single TB scheduling and multi-TBs scheduling are expected, which cause increasing the blind decoding. However, if DCI supports dynamic switching between single TB and multi-TBs scheduling, this problem can be solved.
[bookmark: OLE_LINK17]Observation 1: For multi-TBs scheduling with one DCI, increasing DCI size would not increase the blind decoding.
 Frequency and time domain location
For the downlink transmission in MTC, resource allocation with PRB is indicated by DCI. For the uplink transmission, resource allocation with sub-PRB is indicated by DCI. The frequency location for multiple TBs can be different or same. Obviously, for the same frequency location case, the common parameters can be considered and DCI overhead can be reduced. For the different frequency location case, it would increase the DCI overhead and design complexity. Moreover, hopping was supported in MTC so that the frequency diversity gain for different frequency location can be unnecessary. Therefore it is preferred that the resource frequency location can be the same for multi-TBs scheduling.
[bookmark: OLE_LINK20][bookmark: OLE_LINK44]Proposal 3: For multi-TBs scheduling in MTC, the downlink/uplink frequency position for each TB can be the same.
There are two potential solutions of multi-TBs scheduling for time domain location, i.e. continuously and discontinuously (with gap).
For the continuous allocation, there is no gap, which means the compact resource allocation and high utilization. For the discontinuous allocation, the time diversity gain can be achieved because of adding the gap. While the drawback of discontinuous allocation is that it would cause the resource fragmentation problem and reduce the data transmission rate, which is shown in Figure 1.
[image: 1]
Figure 1. Continuous and discontinuous allocation
For the continuous allocation case, the data transmission time is T1. After adding the gap, transmission time turns to be T2. Data transmission rate is dropped by twenty-five percent and two resource fragments are caused by adding the gap. For multiple HARQ processes in MTC, adding gap may cause more resource fragments and reduce the transmission rate. 
[bookmark: OLE_LINK21]Observation 2: Transmission gap would cause lower transmission rate and resource utilization.
Additionally, there are some questions needed to be considered for the discontinuous case:
· Flexible gap needs extra bits to indicate and fixed gap means no flexibility
· Adding gap causes longer monitoring time for UE
· Uplink reference signal is UE specific, and the channel estimation performance is affected by the repetition times.
· The other existing channels occupies the resources, which can be regarded as a kind of gap
In order to reduce the UE monitoring time, save UE power consumption, keep the higher resource utilization and lower DCI overhead, we propose that the time domain location should be continuous.
[bookmark: OLE_LINK22][bookmark: OLE_LINK45]Proposal 4: For unicast multi-TBs scheduling, continuous time domain resource allocation should be supported. 
[bookmark: OLE_LINK13]Number of multiple TBs
In last meeting, we had the work assumption: For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, each transport block corresponds to a unique HARQ process.
If N TBs corresponds to a unique HARQ process, which means that the UE buffer should be N times of the legacy UE. Moreover, supporting multiple TBs corresponding to a HARQ process need more complicated indication and greater signaling overhead, because UE needs to know which TB corresponding to the same HARQ process is retransmitted. Additionally, the transmission efficiency of multiple TBs corresponding to a HARQ process is the same with multiple TBs corresponding to multiple HARQ processes and also the same buffer.
We can see that multiple TBs corresponding to a single HARQ process may cause the buffer and overhead problem. Therefore, the work assumption should be approved.
[bookmark: OLE_LINK23]Proposal 5: Confirm the following working assumption:
For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, each transport block corresponds to a unique HARQ process. 
For CE Mode B, 2 HARQ processes are supported. If MPDDCH was retransmitted, large control overhead can be caused because of the large number of repetitions. The MPDCCH overhead can be saved by supporting the multi-TBs scheduling with one DCI. For CE Mode A, 8 HARQ processes are supported in down/uplink (10 HARQ processes for HD-FDD downlink). Large number of HARQ processes need large MPDCCH overhead if one TB corresponds to a HARQ process. For example, for N TBs scheduling, N HARQ processes need N MPDCCHs to indicate the TB transmission information. Therefore, multi-TBs scheduling with one DCI can save the MPDCCH overhead for both Mode A and Mode B.
[bookmark: OLE_LINK24]Proposal 6: For unicast in CE Mode A and CE Mode B, multi-TBs scheduling should be supported.
Obviously, if each TB corresponds one HARQ process, the maximum number of TBs for multi-TBs scheduling is 2 for CE Mode B. For CE Mode A, the maximum number of multiple TBs should be less than or equal to the maximum number of HARQ processes. Specifically, the maximum number can be selected in the set {2, 4, 8} for FDD UE or set{2,4,8,10} for HD-FDD UE. As for the TDD UE, the set can be FFS after the FDD case.
[bookmark: OLE_LINK25]Proposal 7: For CE mode B, the maximum TBs number is 2. For mode A, the maximum number for multi-TBs scheduling is less than or equal to the legacy maximum number of HARQ processes.
 Interleaving 
1)  Elements of interleaving
The gain of multi-TBs interleaving is decided by the number of consecutive subframes for each TB in the interleaved block and the total repetition times. We give the Figure 2 as follows:
[image: 2]
Figure 2. Elements of interleaving 
2) Interleaving analysis in MTC
Advantage of interleaving:
· The early termination can help save the resource overhead in MTC. Only for the interleaving method, the early termination can be effective compared with the non-interleaving method.
· Time diversity gain. The gap help obtain the time diversity gain by interleaving for multi-TBs scheduling.
Disadvantage of interleaving:
· Higher requirements for data processing capability. The more TBs supported, the higher the UE cross-processing capability required and the higher the processing cache required. In Figure 2, 2 TBs processing cache for interleaving is necessary, but 1 TB processing cache for non-interleaving is enough.
· No obvious gain. If the repetition number is large enough so that every TB can experience all changes in the channel. If the repetition number is very small so that the joint estimation performance of the TB in the interleaved block is not good. Both cases would cause no time diversity gain.
· The interleaving gain with hopping and antenna diversity gain should be confirmed. 
· Interleaving may cause all TBs’s failed decoding which is shown in figure 3. However, for non-interleaving case, one TB can be decoded successfully. 
[image: interleaving drawback]
Figure 3. Interleaving and non-interleaving effected by the interference
[bookmark: OLE_LINK8][bookmark: OLE_LINK26]Observation 3: Interleaving requires larger UE processing cache and the realistic gain that can be achieved needs further study.
[bookmark: OLE_LINK46]Proposal 8: The interleaving performance for multi-TBs scheduling needs further study.
 Scheduling pattern
In order to improve the transmission efficiency, mixed transmission scheduling and non-mixed scheduling can be considered for scheduling multiple TBs. Mixed transmission scheduling (mixed scheduling) means the new transmission TB and the retransmission TB can be scheduled by one DCI. Non-mixed scheduling means the scheduled TBs are either new transmission or retransmission. 
The mixed scheduling allows to transmit a new TB immediately, which can improve the transmission efficiency compared with non-mixed scheduling. For example, one of 2 HARQ processes is on the retransmission state. For non-mixed scheduling, the new transmission can start only after transmission and/or retransmission of previous multi-TBs scheduling are success. But for mixed transmission, the new transmission can be scheduled together with retransmission. Mixed scheduling saves the number of MPDCCHs, save the UE power and improve the transmission efficiency, which is shown in the following figure 4. However, the DCI design of mixed scheduling would be more complicated than that of non-mixed scheduling, if the maximum number of TBs is large. 
[image: 4]
Figure 4. Mixed scheduling and non-mixed scheduling
[bookmark: OLE_LINK12]Observation 4: Mixed transmission scheduling can save the MPDCCH overhead, UE power and improve the transmission efficiency 
For CE mode B in MTC, considering the maximum number of HARQ processes is 2, the indication may be simple and signalling overhead may be small, the mixed scheduling can be considered to improve the transmission efficiency. Moreover, for the uplink transmission, the feedback is indicated by the DL grant. Transmission state, new transmission or retransmission, for each TB is clearly to UE if UE decodes the MPDCCH successfully. And for the downlink PDSCH transmission feedback, bundling is not supported for FDD UE, which has been discussed in previous meeting. Multiple bits feedback helps improve the transmission efficiency. Therefore, the mixed-scheduling at least for mode B in MTC should be considered.
For Mode A in MTC, the number of multiple TBs scheduled by one DCI may be large. Mixed scheduling could be very complicated and whether to support can be further studied.
[bookmark: OLE_LINK27]Proposal 9: For CE Mode B in MTC, mixed transmission scheduling should be considered to improve the transmission efficiency. Mode A FFS. 
[bookmark: OLE_LINK15][bookmark: OLE_LINK1] Feedback
1) Categories and characteristics
We can further divide the feedback mechanism into 4 categories according to [5]. They are bundling, partial bundling, partial-centralized feedback and independent feedback.
For the bundling feedback, the PUCCH corresponding multiple TBs with one DCI scheduling uses 1 bit to indicate. If all the TBs transmit successfully, the feedback is ACK, otherwise is NACK. The schematic is shown as follows:
[image: 5]
Figure 5. Bundling feedback
For the partial bundling, one PUCCH subframe corresponding to partial TBs uses 1 bit to indicate. e.g., if the number of partial TBs is 2, 4 TBs require 2 uplink subframe for PUCCH. TB1 and TB2 corresponds to the first 1 bit feedback and TB3 and TB4 corresponds to the latter one, which is shown in in figure 6
[image: 6]
Figure 6. Partial bundling
For the partial-centralized feedback, one PUCCH subframe corresponding to partial TBs uses 2 bits to indicate. e.g., TB1 and TB2 correspond to the first 2 bits feedback information, and TB3 and TB4 corresponds to the latter PUCCH resource. This mechanism feedback all TBs’ transmission information, which require multiple uplink subframes with 2 bits.
[image: 7]
Figure 7. Partial-centralized feedback
For the independent feedback, one PUCCH subframe corresponding to one TB uses 1 bit to indicate. This kind of mechanism has the best transmission efficiency, but the PUCCH resources cost the most. 
[image: 8]
Figure 8. Independent feedback
At the same time, we should notice that, for CE Mode B with 2 HARQ processes, partial bundling falls back to bundling, and partial-centralized feedback falls back to the centralized feedback which is mentioned in [6].
2) Feedback mechanism in MTC
[bookmark: OLE_LINK3][bookmark: OLE_LINK28]For CE Mode B in MTC, the repetition times may be large. If the bundling feedback indicates the retransmission, one of the retransmitted TB may be decoded successfully. However, we need to transmit all TBs, which causes the resource waste a lot due to the large repetition times. Therefore, bundling feedback should not be supported for CE Mode B in MTC. As for the centralized feedback, it just requires a PUCCH subframe and the timing relationship between PDSCH and PUCCH can be reused. The independent feedback requires 2 PUCCH subframes and the second PUCCH subframe location should be re-designed. 
[bookmark: OLE_LINK47]Proposal 10: For MTC mode B, bundling should not be supported and the centralized feedback mechanism is preferred.
For CE mode A in MTC, the number of HARQ processes is more than 8 and the supported maximum TBs for one DCI scheduling may be large. If one of the multiple TBs transmits failed, all the TBs should be retransmitted, which also cause the resource waste a lot. Therefore, bundling should not be supported at least for CE Mode A FDD UE. Because of the rate requirement, bundling was supported for CE Mode A HD-FDD UE and the legacy mechanism can be reused even with multi-TBs scheduling. As for the partial bundling, partial-centralized feedback and independent feedback, these feedback mechanisms can be considered according to the number of supported TBs 
[bookmark: OLE_LINK29]Proposal 11: For MTC FDD UE in CE mode A，bundling should not be supported. For HD-FDD UE in CE Mode A, bundling can be reused.
 PUCCH resource allocation
The PUCCH resource allocation may be affected by introducing the multi-TBs scheduling in MTC. The legacy PUCCH resource allocation can be described as follows
For a PDSCH transmission indicated by the detection of a corresponding MPDCCH at subframe n-4, the UE shall use PUCCH resource [image: ] for antenna port [image: ]
-	if EPDCCH-PRB-set [image: ]is configured for distributed transmission
             [image: ]
-	if EPDCCH-PRB-set [image: ]is configured for localized transmission
            [image: ]
[bookmark: _GoBack][image: ] is the number of the first ECCE, which is the lowest ECCE index used to construct the EPDCCH.[image: ] for EPDCCH-PRB-set[image: ] is configured by the higher layer parameter pucch-ResourceStartOffset-r11. [image: ] is determined from the HARQ-ACK resource offset field in the DCI format of the corresponding MPDCCH. [image: ] is determined from the antenna port used for localized EPDCCH transmission. [image: ] for EPDCCH-PRB-set [image: ] is the number of RBs per ECCE.
If the legacy PUCCH resource allocation solution is reused, the PUCCH resource of one UE’s one TB may collide with that of the others UE’s TB for multiple TBs scheduling, which is mentioned in [6]. However, even if the [image: ] and [image: ] is the same, we still can avoid the collision by using the parameter[image: ]. In this case, the legacy PUCCH resource allocation mechanism can be reused, and the detailed [image: ]  meaning can be further discussed according to the future meeting conclusion.
[bookmark: OLE_LINK30][bookmark: OLE_LINK48]Proposal 12: PUCCH resource allocation mechanism can be reused and the detailed [image: ] can be FFS.
Multi-TBs scheduling with DCI for Multicast
 Multicast with or without DCI
DCI scheduling multiple TBs in SC-PTM can adapt to burst traffic and realize the flexible data scheduling. Multi-TBs scheduling without DCI in SC-PTM may adapt to the periodic and small data traffic. Furthermore, Multi-TBs scheduling without DCI may cause the delay problem because the high layer configuration may have the larger delay than DCI scheduling. Therefore, considering the flexibility, burst traffic and large amount of data scheduling, multi-TBs scheduling without DCI should not be supported in SC-PTM. 
[bookmark: OLE_LINK31][bookmark: OLE_LINK50]Proposal 13: Multi-TBs scheduling without DCI should not be supported in SC-PTM. 
[bookmark: OLE_LINK5] Multi-TBs scheduling with DCI
In last meeting, we agreed that one DCI to schedule multiple TBs for SC-MCCH is not supported. As for the SC-MTCH, two scenarios for multi-TBs scheduling with DCI can be discussed separately.
Scenario 1: Rel-16 UE only
[bookmark: OLE_LINK7]If the receiver is Rel-16 UE only, the design for multi-TBs scheduling with DCI may be simple, because there is no compatibility problem. Compared with the legacy SC-PTM DCI format, few bits are needed to indicate the multi-TBs scheduling information and the legacy DCI fields can be reused. Specifically, new DCI field uses few bits to indicate the number of multiple TBs. For example, the number of TBS can be indicated by 2 bits, and the number can be from the set {1, 2, 4, 8}.
Scenario 2: Rel-16 UE and legacy version UE
Obviously, if the multi-TBs scheduling was supported, the compatibility problem for Rel-16 UE and legacy UE should be considered. Here is a possible solution.
[image: compatibility 3]
Figure 9. Multi-TB scheduling for multicast compatibility
Legacy UE decodes the legacy MPDCCH and PDSCH in SC-PTM with one DCI corresponding to one TB. The Rel-16 UE decodes another one MPDCCH, which contains the multi-TB scheduling information. For the Rel-16 UE in SC-PTM, the blind decoding can be saved, because there is only one MPDCCH needed to be decoded blindly. However, for the Rel-16 UE, legacy PDSCH and MPDCCH location limit the multi-TBs scheduling performance. And also for the eNB, more MPDCCH overhead would be cost. Therefore, for the scenario 2, the necessity to adopt multi-TBs scheduling with DCI is not great.
[bookmark: OLE_LINK6][bookmark: OLE_LINK9][bookmark: OLE_LINK32][bookmark: OLE_LINK11]Observation 5: If backward compatibility should be maintained for Rel-16 UE and legacy UE in SC-PTM, the advantage to adopt multi-TBs scheduling with DCI is not evident.
[bookmark: OLE_LINK49]Proposal 14: For Rel-16 UE only network, Multi-TBs scheduling with DCI can be supported in SC-PTM.
[bookmark: OLE_LINK37]As for the enabling mode for SC-MTCH, if multi-TBs scheduling with DCI for SC-MTCH in SC-PTM was approved, we have 2 options to enable the multi-TBs scheduling in SC-PTM. 
· Option 1: SI configuration
· [bookmark: OLE_LINK36]Option 2: SC-MCCH configuration
Compared with SI configuration, the SC-MCCH configuration has more scheduling flexibility on delay or traffic. Therefore, the SC-MCCH configuration for enabling multi-TBs scheduling is preferred.
Conclusion   
In this contribution, we have discussed the scheduling enhancement for NB-IoT. We make the following observations and proposals:
Observation 1: For multi-TBs scheduling with one DCI, increasing DCI size would not increase the blind decoding.
Observation 2: Transmission gap would cause lower transmission rate and resource utilization.
Observation 3: Interleaving requires larger UE processing cache and the realistic gain that can be achieved needs further study.
Observation 4: Mixed transmission scheduling can save the MPDCCH overhead, UE power and improve the transmission efficiency 
Observation 5: If backward compatibility should be maintained for Rel-16 UE and legacy UE in SC-PTM, the advantage to adopt multi-TBs scheduling with DCI is not evident.
Proposal 1: SPS enhancement for multi-TB scheduling without DCI is not supported. 
Proposal 2: Common parameters can be considered to reduce the DCI overhead 
· FFS detailed parameters
Proposal 3: For multi-TBs scheduling in MTC, the downlink/uplink frequency position for each TB can be the same.
Proposal 4: For unicast multi-TBs scheduling, continuous time domain resource allocation should be supported. 
Proposal 5: Confirm the following working assumption:
For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, each transport block corresponds to a unique HARQ process. 
Proposal 6: For unicast in CE Mode A and CE Mode B, multi-TBs scheduling should be supported.
Proposal 7: For CE mode B, the maximum TBs number is 2. For mode A, the maximum number for multi-TBs scheduling is less than or equal to the legacy maximum number of HARQ processes.
Proposal 8: The interleaving performance for multi-TBs scheduling needs further study.
Proposal 9: For CE Mode B in MTC, mixed transmission scheduling should be considered to improve the transmission efficiency. Mode A FFS. 
Proposal 9: For CE Mode B in MTC, mixed transmission scheduling should be considered to improve the transmission efficiency. Mode A FFS. 
Proposal 10: For MTC mode B, bundling should not be supported and the centralized feedback mechanism is preferred.
Proposal 11: For MTC FDD UE in CE mode A，bundling should not be supported. For HD-FDD UE in CE Mode A, bundling can be reused.
Proposal 12: PUCCH resource allocation mechanism can be reused and the detailed [image: ] can be FFS.
Proposal 13: Multi-TBs scheduling without DCI should not be supported in SC-PTM. 
Proposal 14: For Rel-16 UE only network, Multi-TBs scheduling with DCI can be supported in SC-PTM.
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