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Introduction
 Modelling power consumption for NR modems is an important component of the study item on NR UE power saving [1]. In this contribution, we propose a model that can be used to evaluate how NR UE power consumption is affected by changes in the network configuration. It can also be used to compare NR and LTE power consumption – initial evaluation suggests that when data rates are low, an NR UE can consume significantly more power than an LTE UE if the network configuration is sub-optimal. One outcome of the study item should be the identification of configurations that will allow NR UEs compete with LTE on power consumption in established application areas.
At the current state of NR development, measurements on production UEs in a range of network deployments are not readily available, so this model necessarily involves some estimation. Model parameters have a physical significance, and can be measured or simulated - some provisional values are given here for FR1, and we expect that these will generate representative behaviour, but consensus is needed on the reference parameters that will be used for study item discussion, and we encourage users of the model to substitute parameter values from their own measurement data to check the validity of any conclusions. The same model is applicable to FR2, with parameters adjusted to account for differences in RF performance and processing requirements.
Since the model is for study item purposes it only includes the modem-related components of power consumption - the UE display and applications processor are not considered. It is only in the modem that network configuration is expected to make a significant impact on power consumption. The initial emphasis is on simplicity – extensions may be needed in the model if measurements indicate significant divergence from its predictions.
Examples of model application are included for some important scenarios to illustrate the rationale behind the model structure. This is followed by discussion of how to model the overheads of background activities such as beam management, synchronisation and measurement.
We also give consideration to priorities for system simulation, and scenarios that should be evaluated during the study. 
A power model for NR modems
The model follows the structure described in [2], but includes an additional microsleep state which is useful for modelling power consumption in PDCCH-only scenarios where the sleep duration is very short. The primary objective is to evaluate the effect of changes in network configuration and traffic patterns on UE power consumption – to keep the model as simple as possible, external factors such as user mobility or changes in SNR/interference are not modelled.
The basic unit for the model is the power consumed in the deep sleep state, which is given a value of 1. Power in this state is a convenient reference, as it is independent of configuration factors such as channel bandwidth or the number of active antenna paths, and is expected to be similar in both LTE and NR modems. Other power values are defined as multiples of this basic unit, and are in general expected to vary with changes in network configuration. When calculating average power for periodic activities it is also necessary to calculate the energy per activity. The energy unit is 1 power unit active for 1 second.
Scaling
There are many configuration parameters that affect UE power consumption. Bandwidth and subcarrier spacing define the sample rate, and the MIMO configuration and carrier aggregation level determine the number of receive and transmit paths that must be active. The resource block allocation and the duration of transmit and receive activity determine the volume of sample data that must be processed by the baseband. The DRX configuration controls the average power consumption when there is no active data transfer. Changes in any of these parameters will affect average power consumption.
Parameters in the model must be measurable in real-world or simulated scenarios, and are therefore evaluated in a few defined configurations. Scaling rules are applied to calculate equivalent parameter values for intermediate configurations
Bandwidth scaling
For power values that are expected to vary with BWP bandwidth, the model requires values for a maximum bandwidth configuration (e.g. 100MHz, 30kHz SCS, 4Rx) and a minimum bandwidth configuration (e.g. 10MHz, 30kHz SCS, 4Rx). For intermediate bandwidths linear interpolation is assumed, but intermediate configurations can be specified if empirical data indicates significant departures from linearity. Extrapolation to bandwidths outside the maximum-minimum range is discouraged, and may not give valid results.
Rx antenna path scaling
It is clear that increasing the number of active Rx antenna paths will increase power consumption, but less clear that power will be directly proportional to the total number of antenna paths. Linear interpolation is assumed as for bandwidth scaling, but since the number of paths is assumed to be a power of 2 it would be practical to define bandwidth scaling for each of 1, 2, 4 or 8 active paths.
Tx antenna path scaling
For Tx antenna path scaling, a change in the number of transmit antennas is usually accompanied by a change in the power transmitted form each antenna to keep the total transmitted power relatively constant. UE Power consumption can vary dramatically with uplink power setting, so for discussion purposes we recommend that reference uplink power levels of 0 and 23dBm are used. Tx antenna path modelling is discussed further in section 2.4.
Modelling sleep states
Measurements of UE power consumption indicate different levels of sleep, depending on the duration of the sleep interval. This model includes three different sleep states, targeting different modes of UE operation.
Deep sleep
The deep sleep state is used to model modes where a long sleep period is possible, such as in idle mode between consecutive paging opportunities, and in longer DRX cycles between consecutive On-timer periods. To minimise power consumption during the long sleep period, the UE can shut down many power supplies and high speed clocks leaving only a minimum set of resources in operation
In deep sleep, dynamic memory is refreshed, and an accurate but low-resolution timebase is maintained on a low frequency clock. Additional power is consumed due to leakage. The model defines power in this state as 1 unit, and power in other states is expressed in multiples of this unit.
Wakeup from this state requires a certain amount of time (of the order of 5-10ms) and energy to restart clocks and power supplies and configure the baseband and transceiver before useful activity can take place. The model therefore includes a wakeup energy which represents the cost of system configuration and returning to the sleep state. This energy increases average power consumption at a rate proportional to the number of wakeups per second. It is therefore desirable to combine activities in a single wakeup where possible, to minimise the total number of wakeup occasions
Light sleep
When the DRX cycle is very short (<20-40ms) the wakeup energy causes a significant increase in the average power consumption during each deep sleep period, and in extreme cases there may be insufficient time to enter and exit from deep sleep. 
The light sleep state disables fewer power consuming resources than deep sleep, and can therefore be restarted more quickly. This makes the power consumption in the light sleep state higher, but reduces the wakeup energy.
This means that for short periods of sleep it is more economical to remain in light sleep than to enter deep sleep
Light sleep is used to model short DRX cycles in voice over NR and low latency applications, and also inactivity gaps between housekeeping activities in idle mode wakeups. 
Microsleep
In PDCCH-only cycles where no DCI is detected there are short periods of inactivity at the end of each TTI when PDCCH decoding has completed and no further action is considered necessary. These inactivity periods are too short to disable and restart any power consuming resources, but power savings can still be made by putting inactive logic into a low power state. This is the microsleep state described in [3], and it is used primarily to model PDCCH-only cycles where no data is transferred.
Power consumption in the microsleep state will be higher than in light or deep sleep. Because clocks and power supplies are left running, we expect that power consumption in the microsleep state will have some dependency on the network configuration. Wakeup is very quick (few us), so the wakeup cost is taken as 0. Provisional power consumption values for each of the sleep states are given in Table 1 below.



	Sleep state
	Power consumption relative to deep sleep
	Sleep duration range
	Power cost of wakeup

	Deep sleep
	1
	>30-40ms
	0.2 energy units per wakeup per second

	Light sleep
	5
	3-40ms
	0.05 energy units per wakeup per second

	Microsleep
	20 (100MHz, 30kHz SCS, 4Rx)
14 (20MHz, 30kHz SCS, 4Rx)
12 (20MHz, 30kHz SCS, 2Rx)
	<3-4ms
	0


[bookmark: _Ref525546785]Table 1 - Modelling sleep states
There is some overlap in the sleep duration ranges between states – in the overlap region both states give similar average power consumption during the sleep period.
Modelling downlink power consumption
A plot of power vs time for a typical UE gives a complex characteristic, as shown by the LTE paging wakeup illustrated in Figure 1. For modelling purposes it is necessary to make some simplifying assumptions.
[image: ]
[bookmark: _Ref520366145]Figure 1 - Power vs time for an LTE paging wakeup
PDCCH, SSB and CSI-RS processing
When there is continuous downlink activity it is possible to define an average power for reception and processing, but for isolated symbols (e.g. control channel, synchronisation or measurement) there are delays between reception and processing. The model therefore differentiates between periods when both reception and processing are active and periods when only processing is active.
Combined Rx and processing power is assumed to be active for the duration of the symbols being processed. Processing-only power is active after reception finishes for a period which depends on the decoding being performed, and is initially set at 70% of the combined power. This means that PDCCH, SSB and CSI-RS can use the same power parameters, but by adjusting the processing duration the relative costs of each can be adjusted to match observed behaviour.
PDSCH processing
PDSCH processing cannot be considered in isolation, as receiving downlink data also requires sending uplink acknowledgements. It also requires more complex decoding than PDCCH, since it is transmitted on multiple antenna ports rather than a single port. Variations in transport block size and resource allocation also mean that the level of PDSCH activity is strongly dependent on the traffic statistics of the user application, so accurate modelling would be computationally intensive.
To keep the model simple, PDSCH power for a given configuration is assumed to be constant in each TTI that PDSCH is active. Application traffic characteristics can be used to estimate the number of active TTIs (with suitable allowances for signalling overheads) and the interaction of traffic arrival with the DRX cycle that is configured. PDSCH power is provisionally set around 30% higher than the PDCCH (Rx+processing) power 
A provisional set of power parameters for downlink modelling is given in Table 2 below.


	Power state
	Power relative to deep sleep

	
	NR
100MHz
30kHz SCS
4Rx
	NR
100MHz
30kHz SCS
2Rx
	NR
20MHz
30kHz SCS
4Rx
	NR
20MHz
30kHz SCS
2Rx
	LTE
20MHz
15kHz SCS
2Rx

	PDCCH, SSB, CSI-RS (Rx + processing)
	90
	75
	50
	40
	30

	PDCCH, SSB, CSI-RS (Processing only)
	54
	45
	30
	24
	18

	PDSCH
	120
	100
	65
	50
	40


[bookmark: _Ref525561542]Table 2 - Modelling downlink activity
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Uplink transmit power depends strongly on the power setting configured by the network, but since this effectively configures the power level in each subcarrier of the uplink allocation the total power transmitted depends on the size of the RB allocation – since the PUCCH allocation can vary from 1-16 RBs and the PUSCH allocation can vary from 1-273RBs we expect to see differences in uplink power between these two channels in the general case. Since power is only transmitted in the allocated RBs the channel bandwidth has little impact, and if the number of transmit paths changes the power level is generally adjusted to keep the total power the same.
In e-mail discussions it has been proposed that reference configurations of 0dBm and 23dBm total Tx power are used. Simple modelling indicates that at 23dBm, power consumption is determined mainly by the power amplifier with a relatively small proportion of the total coming from the contribution of each active transmit path. At 0dBm the reverse is true – each active transmit path contributes to the total power, but the relative contribution of the power amplifier is very small in comparison and an increase of a few dB in transmit power (or any decrease) makes only a very small difference to the total power consumption. To a reasonable approximation the 0dBm value represents the processing and basic transmitter cost of the uplink, and the difference between the 0dBm and 23dBm values represents the PA component of a 23dBm transmission. 
Having only these two fixed points makes it difficult to evaluate the relative contribution of measurement  reporting in idle mode and DRX scenarios, so for scenarios where it is necessary to the model the power variation with RB allocation size, the model has an optional additional assumption that for these scenarios 23dBm represents the range limit for 273RB transmission, and that the PA power contribution at smaller RB allocations is proportional to the size of the allocation (i.e. a 136RB allocation would halve the PA power, but leave the transmit path component unchanged).
A provisional set of parameters for uplink modelling is given in Table 3 below.
	Power state
	Power relative to deep sleep

	
	NR
100MHz
2x2MIMO
	LTE
20MHz
SISO

	0dBm uplink transmit power
	70
	50

	23dBm uplink transmit power
	230
	170


Table 3 - Modelling uplink activity
As with PDSCH, this power component is assumed to be present in each TTI where there is uplink transmission
Model adjustments for FDD-NR and CA scenarios
The model described so far works well for TDD scenarios, and for FDD scenarios where downlink or uplink do not both occur in the same TTI (for example, PDCCH-only). However, based on empirical data from FDD-LTE UEs, the UE power consumption when Rx and Tx are both active is generally less than the sum of the uplink-only and downlink-only powers.
To account for this when modelling FDD scenarios, the power in bidirectional TTIs is calculated as
(Downlink power + 0dBm uplink power) *80% when the uplink is 0dBm
(Downlink power + 0dBm uplink power) *80% + (23dBm uplink power - 0dBm uplink power) when the uplink is 23dBm
For carrier aggregation a similar consideration applies – the UE power for an N-carrier configuration is generally less than the sum of N individual carrier powers. Aggregation also introduces additional degrees of freedom – for example different numbers of carriers in uplink and downlink, or asymmetric bandwidth allocations between carriers.
For study item purposes, we believe this introduces extra complexity in the model at the expense of clarity. For this reason we have not included carrier aggregation in this version of the model.

Applying the model
The previous section described the basic model power parameters and how scaling is applied. When calculating average power the duration of different activities is an important factor, and this section presents some simple examples with provisional timings to illustrate how the model can be applied in practice. In Appendix A of this document we discuss additional considerations for estimating and optimising the impact of background activities on UE power consumption
PDCCH-only slots
PDCCH-only reception uses the two PDCCH power states and the microsleep state of the model, which are active in different portions of the TTI. This example evaluates the effects of cross-slot scheduling and varying the number of PDCCH symbols in the TTI
If cross-slot scheduling is not enabled, the modem remains in the PDCCH (Rx + processing) state from the start of symbol reception until the end of PDCCH decoding, and then enters microsleep. With cross-slot scheduling it can enter the PDCCH (Processing-only) state when capture of the PDCCH symbols is complete. It also enters microsleep when decoding is complete.
Reception is assumed to be 100MHz, 30kHz SCS, 4Rx. The number of PDCCH symbols can be 1, 2 or 3. In this example the decoding time is taken as 5 symbols after reception is complete. The remaining portion of the TTI is spent in microsleep. For simplicity, symbol duration is taken as 0.5ms/14.
Results from the model are given in Table 4.
	
	
	
	Same slot scheduling
	Cross-slot scheduling

	
	
	PDCCH symbols
	1
	2
	3
	1
	2
	3

	Power state
	Power
	
	
	
	
	
	
	

	PDCCH
(Rx + processing)
	90
	Duration (ms)
	0.214
	0.250
	0.286
	0.036
	0.071
	0.107

	
	
	Energy/TTI
	0.0193
	0.0225
	0.0257
	0.0032
	0.0064
	0.0096

	PDCCH (Processing only)
	54
	Duration (ms)
	0
	0
	0
	0.179
	0.179
	0.179

	
	
	Energy/TTI
	0
	0
	0
	0.0096
	0.0096
	0.0096

	Microsleep
	20
	Duration (ms)
	0.286
	0.250
	0.214
	0.286
	0.250
	0.214

	
	
	Energy/TTI
	0.0057
	0.0050
	0.0043
	0.0057
	0.0050
	0.0043

	
	
	Total duration (ms)
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5

	
	
	Total energy/TTI
	0.0250
	0.0275
	0.0300
	0.0190
	0.0211
	0.0236

	
	
	Average power
	50
	55
	60
	34.3
	40.7
	47.1


[bookmark: _Ref525660544]Table 4 - Configuration dependence of PDCCH-only power
This shows significant power savings (~25%) from implementing cross-slot scheduling. Further savings would result from using a reduced bandwidth, or reducing the number of Rx paths.
Idle mode wakeup
In addition to paging/wakeup signal decode, an idle mode wakeup needs to perform housekeeping activities such as beam management synchronisation and measurement. This example considers a simple case where the UE must capture and process one SSB in addition to a paging occasion. A real wakeup may have to capture SSBs from several beams, as well as TRS.
Reception is assumed to be 100MHz, 30kHz SCS, 4Rx. The paging cycle is 1.28 seconds. SSB duration is 4 symbols, but 5 symbols are captured to allow for timing drift. PDCCH duration is 2 symbols, and capture is assumed to be time aligned following synchronisation.
SSB processing takes 3 symbols to complete after capture, and PDCCH decode takes 5 symbols to complete after capture.
The SSB repeats once every 20ms, but this is not aligned with the paging occasion. The delay between the two is therefore randomly distributed between 0 and 20 ms, with an average delay of 10ms
Using these parameters, the additional energy contributed by each stage of the wakeup can be calculated as
Stage duration x (Stage power – deep sleep power)
The average power for the paging cycle can then be calculated as energy/cycle duration. The calculation for this example is given in Table 5


	Wakeup stage
	Power (deep sleep units)
	Duration
	Energy (power * duration)
	Average power

	Deep sleep
	1
	1.28 seconds
	1.28
	1

	Deep sleep wakeup
	
	
	0.2
	0.1563

	SSB reception
	(90-1)
	5 symbols
	0.0159
	0.0124

	SSB processing
	(54-1)
	3 symbols
	0.0057
	0.0044

	Light sleep
	(5-1)
	10ms
	0.0400
	0.0313

	Light sleep wakeup
	
	
	0.05
	0.0391

	PDCCH reception
	(90-1)
	2 symbols
	0.0064
	0.0050

	PDCCH processing
	(54-1)
	5 symbols
	0.0095
	0.0074

	TOTAL
	
	
	
	1.257


[bookmark: _Ref525654117]Table 5 - Paging cycle power calculation
In this particular example, the costs of symbol reception and processing are small compared to the wakeup and sleep costs. For a real world example with multiple sets of symbols to capture the time spent awake would be longer, with a more wakeups from light sleep and possibly time spent in the higher power microsleep state. This would result in a significant increase in the idle mode power.
The additional costs of background activity are discussed in the next section
Background Activity
In addition to PDCCH monitoring, in order for the UE to maintain connection and for the network to optimize resources utilization, the network needs to configure a number of reference signals and control channel transmissions, while the UE needs to perform the corresponding Background Activity (BA) tasks in connected DRX.
Appendix A gives a list of the background tasks that the UE has to perform in C-DRX. The tasks can be divided into 2 groups:
· Background Activity during the OnDuration:
· This group of background activities includes CSI-RS acquisition, BM, CSI reporting and SRS transmission tasks. These tasks can only take place during the OnDuration.
· Background Activity outside of the OnDuration:
· This group of background activities includes the SSB acquisition/processing, TRS acquisition/processing and RRM measurement. While the SSB/TRS processing has to take place before the OnDuration for the UE to be ready to start receiving the PDCCH/PDSCH, the RRM measurement timing on the other hand depends on the SMTC configuration, but the UE maintains some flexibility on which SMTC occasion to use.
The setting of Figure 2 in Appendix B shows that the power consumed by the BA tasks outside of the OnDuration is of the same order of magnitude as the power consumed during the OnDuration. The BA tasks during the OnDuration lead to a relatively small power consumption increase, but still occupy a significant portion of the OnDuration hence putting a limit to how small the OnDuration could be made. It is therefore crucial that the BA tasks are taken into account for the evaluation of the power consumption merits of different proposals.
Simulation scenarios and assumptions
System level simulation assumptions
This section describes the system level simulation assumptions used for NR UE power saving study. The discussion starts with the reference deployment scenario. 
The usage scenarios for NR include eMBB, URLLC, and massive MTC. In our view, this study item should focus on the eMBB scenario since the other two have already specific study on their own. For eMBB, it covers a range of cases, including hotspot and wide area coverage. For the former, very high user data rate is needed while the requirement for mobility is low. For the latter, seamless coverage and medium-to-high mobility are desired, with the expected user experienced data rate lower than that of the hotspot. As shown in our companion paper [4], NR UE energy efficiency at high data rate is pretty good, and this study item should concentrate on scenarios of low throughput and sporadic traffic. Moreover, the channel quality in hotspot is generally good, which lacks evaluation results at bad coverage areas and fails to catch RRM as the measurement can be skipped when channel quality is good enough. Based on the above reasons, deployments with wide area coverage should be prioritized in the system level simulations. Hotspot scenario can be done on per-need basis if it is important to highlight certain problem areas.
Proposal: Deployment scenario with wide area coverage for eMBB is prioritized in system level simulations. Hotspot for eMBB is optional deployment in system level simulations if find it important to highlight certain problem areas. 
In [5], wide area coverage deployment scenarios include dense urban, urban macro (UMa) and rural macro (RMa). All scenarios support large cells and continuous coverage. The difference is dense urban and UMa are generally interference limited, while RMa is noise limited and/or interference limited; besides, RMa should additionally support high speed vehicles. Since noise-limited environments and supporting high speed UEs are not foreseen to be dominant in UE power consumption characteristics, we propose adopting ‘dense urban with single layer (Macro)’ deployment for wide area coverage in the simulations.      
Proposal: Urban macro is used as the reference deployment scenario for wide area coverage in system level simulations.
The general system evaluation assumptions are proposed in Table 6. Discussion on some parameters are given after the table.
	Table 6. System level evaluation assumptions for UE power saving study

	Parameters
	Dense urban
	Indoor hotspot (optional)

	Layout
	Single layer
Macro layer: Hex. Grid
	Single layer
Indoor floor: (12BSs per 120m x 50m)

	Inter-BS distance 
	200m
	20m

	Carrier frequency 
	FR1: 4GHz
FR2: 30GHz (optional)

	Aggregated system 
bandwidth
	Up to 200 MHz (DL+UL)
	

	Simulation bandwidth
	100MHz per CC
Note: For FDD, simulation BW is split equally between UL and DL

	Subcarrier spacing
	FR1: 30kHz
FR2: 120kHz

	Channel model
	FR1: 3D UMa
FR2: 5GCM UMa
	FR1: ITU InH
FR2: 5GCM office

	BS Tx power 
	FR1: 44 dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 44 dBm
FR2: 40 dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 40 dBm
EIRP should not exceed 73 dBm(*)
	FR1: 24dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 24dBm
FR2: 23dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 23dBm
EIRP should not exceed 58 dBm(*)

	UE Tx power 
	23dBm
EIRP should not exceed 43dBm (*)

	BS antenna configurations
	FR1 
	TXRE mapping: reuse models in TR 36.897
Number of antenna elements: 128
(M, N, P, Mg, Ng): (8, 8, 2, 1, 1) for dense urban, (4, 4, 2, 1, 1) for Indoor hotspot	
(dH,dV): (0.5, 0.8)l for dense urban, (0.5, 0.8)l for Indoor hotspot

	
	FR2
	TXRE mapping: a single TXRU is mapped per panel per subarray per polarization
Number of antenna elements: 256
(M, N, P, Mg, Ng): (4, 8, 2, 2, 2) for dense urban, (4, 8, 2, 1, 1) for Indoor hotspot
(dH,dV): (0.5, 0.5) for dense urban, (0.5, 0.5) for Indoor hotspot
(dH,g,dV,g): (4.0, 2.0)l for dense urban

	BS antenna height 
	25 m
	3 m

	BS antenna element gain + connector loss
	FR1: Follow TR36.873
FR2: Follow Table A.2.1-6 and Table A.2.1-7 of TR38.802

	BS receiver noise figure
	FR1: 5dB
FR2: 7dB

	UE antenna configuration
	FR1
	Number of antenna elements: 2 or 4
(Mg, Ng, P, dH): (1, 1, 2, 0.5)

	
	FR2
	Number of antenna elements: 8 or 16
(Mg, Ng) = (1, 2); Θmg,ng=90°; Ω0,1=Ω0,0+180°; (dg,H, dg,V)=(0,0); 
(M, N, P) = (2, 4, 2), the polarization angles are 0 and 90

	UE antenna height
	Follow TR36.873 

	UE antenna gain
	FR1: Omni directional
FR2: Follow Table A.2.1-8 of TR38.802

	UE receiver noise figure
	FR1: 9dB
FR2: 13dB

	Traffic model
	Model 1: Mixture of
FTP-3 with 4Mbytes file size and per 2 sec arrival per UE, and
FTP-3 with 256bits file size and per 200 msec arrival per UE 
Model 2: Mixture of
FTP-3 with 2Kbytes file size per 5 sec arrival per UE, and
FTP-3 with 256bits file size and per 200 msec arrival per UE 
Model 3: VoIP traffic model

	DRX 
	OnDuration timer: 8 msec 
drxInactivity timer: 60 msec
Short/Long DRX cycle: 40/160 msec
drxShortCycle timer: 1 

	Traffic load (Resource utilization)
	25% and 50%

	UE distribution
	Follow Table A.2.1-1 of TR38.802 
	100% Indoor, 3km/h

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	(*): See Appendix in R1-164383 and R1-167533 for the derivation of maximum allowed EIRP



Carrier frequency
Same as in TR38.802, 4GHz for FR2 and 30GHz for FR2 are chosen. This is to minimize the extra efforts due to carrier frequency other than those used in the self-evaluation for IMT-2020. We propose the simulation for FR2 is optional because the self-evaluation for IMT-2020 is concentrated on FR1. Simulations on FR2 can be done on per-need basis if it is important to highlight certain problem areas with FR2.

Aggregated system bandwidth and simulation bandwidth 
In simulations, the bandwidth of a BWP can adapt according to the traffic to show the power saving gain of bandwidth adaptation. The simulation bandwidth is chosen as 100MHz per CC because this value and a smaller bandwidth (e.g., 20MHz) is sufficient to reveal the differentiation of power consumption. 
The bandwidth of 100MHz per CC may require very long simulation time. To be more efficient in the simulation activity, we propose to obtain a similar result of ‘100MHz bandwidth with FTP model file size F’ via the approximation of ‘20MHz bandwidth with FTP model file size F/5‘. 
Aggregated system bandwidth is chosen up to 200MHz to allow CA with 2 CCs. This enables to show the gain of power saving mechanism in CA. 

Traffic model
We recommend including the following applications in this study
· Video streaming
· Instant message
· Gaming 
· Voice call and video conferencing
Video streaming: Traffic from streaming sites are buffered at UE. Data buffering takes place with chunks of data being periodically transmitted to the viewer. The buffered data is fairly sizeable with data arrival being quite infrequent. 
Instant message: Typical traffic on messaging platforms is fairly small with sporadic data arrival during active operation. 
Gaming: Analysis of multiplayer game traffic shows large amounts of initial data transfer followed by lower traffic levels during gameplay. 
Voice call and video conferencing: Data generated by voice and video calls are highly deterministic, as the corresponding codecs generate data at known intervals and of a known size. 
All the above applications may be accompanied by background traffic, i.e., autonomous exchange of user plane data packets between the UE and the network. The traffic is generally low in volume and comprises packets that may be widely dispersed in time. 
Based on discussion above, 3 traffic models are proposed for the system simulations.
· Traffic model 1 is a mixture of
· FTP-3 with 4Mbytes file size and per 2 sec arrival per UE, and
· FTP-3 with 256bits file size and per 200 msec arrival per UE 
· Traffic model 2 is a mixture of
· FTP-3 with 2Kbytes file size per 5 sec arrival per UE, and
· FTP-3 with 256bits file size and per 200 msec arrival per UE 
· Traffic model 3 is a VoIP traffic model
By ‘mixture’, take traffic model 1 as an example, it is defined as the Poisson process 1 for file size of 4Mbytes with data arrival per 2 sec and the Poisson process 2 for file size of 256bits with arrival per 200 msec running concurrently and independently for a UE.
Traffic model 1 can be used for video streaming applications. Traffic model 2 can be used for instant messaging. Since gaming traffic varies with the gaming types, both models 1 and 2 can be applied depending on the category of the game. Traffic model 3 is intended for voice call and video conferencing. 
Performance metric for system level simulations
The performance metric of system level simulations include
· Energy per bit: UE consumed energy on all power states divided by the amount of information bits
· System overhead: additional resource and singaling usage for proposed power saving scheme
· Throughput loss incurred by the proposed power saving scheme
· Cell average and worst 5%
· Additional delay incurred by the proposed power saving scheme
· Cell average and worst 5%
· RRM: RSRP/RSRQ measurement performance with power saving scheme 
  
	Power state
	Power relative to sleep
	Percentage of time at each power state

	Deep sleep
	1
	42.77%

	Light sleep
	5
	22.38%

	Microsleep
	20
	6.86%

	CSI-RS
	[bookmark: _GoBack]55
	1.02%

	SSB for RRM
	55
	3.8%

	SSB for pre-sync
	55
	0.95%

	PDSCH
	120
	2.2%

	PDCCH
	55
	20.02%

	Average power
	19.74


Table 7. Power consumption at various UE power states and the ratio of time devoted to the states

	Performance metric
	Baseline scheme (based on R15)
	Proposed power saving scheme

	Energy per bit
	5.84e-6
	N/A

	Cell average throughput
	3.38e7 bps
	N/A

	Worst 5% user throughput
	2.46e6 bps
	N/A

	Average latency
	57.48 ms
	N/A

	Worst 5% latency
	72.28 ms
	N/A


Table 8. Some performance metrics with and without power saving scheme
Table 7 shows the power consumption at various UE power states and the ratio of time devoted to the states for a simulation based on the assumptions in Table 6. Table 8 shows the evaluation results of the proposed performance metric. Some details for the simulation parameters are given below. 
· Deployment scenario: Dense urban
· Carrier frequency: FR1
· Aggregated system bandwidth: 100MHz
· Simulation bandwidth: 100MHz. To reduce the simulation time, both the bandwidth and file size are scaled to 1/5 
· Number of UE antenna elements: 4
· Traffic model: Model 1
· Traffic load: 20%
· Simulation duration: 10 sec
Based on the simulation results, the number of successfully received information bits per UE is 3.38e7 bits. The energy per bit based on the evaluation is
19.74 * 10 sec / 3.38e7 bits = 5.84e-6 energy_unit/bit
Link level simulations
The objective of this study item includes studying the power saving signal/channel/procedure for triggering adaptation of UE power consumption characteristics. This involves the following metrics for the power saving signal/channel/procedure to be evaluated by the link level simulations.
· Receiver sensitivities and coverage area 
· False alarm and missed detection rate
· Radio resource configured
The link level simulation assumptions can use the assumptions provided in TR 38.802 as reference. 
Conclusions
The model presented here defines a simple set of power states for NR and LTE UE modems, and a methodology for assigning power and energy values to those states depending on the network configuration.  It is undoubtedly too simple to give accurate estimates of UE power consumption in all scenarios, and further work is needed to reach agreement on the values of the reference parameters.
However, we believe that this model embodies the main characteristics of UE behaviour under different network configurations, and can assist discussion of different power saving techniques in the forthcoming study item.
Regarding system simulations, it is proposed deployment scenario with dense urban for eMBB and FR1 is prioritized. Simulations on indoor hotspot and FR2 can be done on per-need basis if it is important to highlight certain problem areas. Parameter assumptions and metrics for system/link simulations are also provided and discussed in the paper. 
[bookmark: _Ref525740412]: Background Activity Tasks
Given the high flexibility of the NR network configuration, it would be impossible to take in account all possible network deployment scenarios. But for the purpose of the analysis, a fundamental number of tasks necessary for normal functioning of the system need to be taken in account. In the following, we propose to take in account the following tasks for the purpose of the C-DRX processing timeline analysis.
Synchronisation/Tracking
UE need to maintain synchronisation and track the channel properties. The synchronisation/tracking is performed using the SSB and the Tracking Reference Signal (TRS). Synchronisation/Tracking would need to be performed every DRX cycle in case of a long enough DRX cycle (DRX ≥40ms).
RRM Measurement
RRM measurement is required to support mobility and is based on the SMTC (SSB Measurement Timing Configuration). The requirement on the RRM measurement periodicity depends on a number of parameters [TS 38.133] such as the DRX length, the SMTC period, measurement gap,… For simplicity, we can assume that the RRM is performed every DRX.
CSI-RS Acquisition/Processing
CSI-RS need to be acquired and processed for the purpose of Beam Management (BM) and CSI reporting. Therefore, there should be in principle at least two CSI-RS sets used for each of the tasks of BM and CSI-reporting. For simplicity of the analysis we can assume that the CSI-RS configuration is periodic and transmitted every DRX.
BM/CSI reporting using PUCCH
Both the BM report and the CSI report are needed for maintaining a good connection between the gNodeB and the UE. The BM report is needed to optimize the beam usage and avoid beam/link failure, while the CSI report is required in order to avoid PDSCH/PDCCH decoding failures and improve network efficiency. In order to provide the Network with up-to-date BM and CSI information, both the CSI acquisition and the BM/CSI reporting are to be performed at the start of DRX OnDuration. Therefore we can assume that the BM/CSI-RS reporting is periodic and transmitted every DRX using the PUCCH.
SRS Transmission
Similar to the CSI-RS on the DL, in the UL the SRS is used to allow the network to measure the CSI, perform beam management on the UL and adapt the power control loop.  For the analysis, we can assume that the SRS configuration is periodic and transmitted every DRX.
[bookmark: _Ref525740444]: Background Activity and Processing Timeline
Figure 2 illustrates the processing timeline including the background activity. Each of the SSB/TRS/RRM occasions are assumed to be separate. However depending on the network configuration these tasks can use occasions which may overlap.
[image: ]
[bookmark: _Ref525656729]Figure 2 - Processing Timeline including the Background activity.

For illustration we assume an OnDuration of about 16slots (~8ms @SCS=30KHz), the BA outside the OnDuration requires an aggregate duration of a similar order (~5ms-10ms) for synchronisation/tracking/RRM. Therefore in PDCCH only state, where the UE receives/transmits no data, the power consumed by the BA tasks outside of the OnDuration is of the same order as the power consumed during the OnDuration in the illustrated setting.
As shown in Figure 2 the BA during the OnDuration will take around half the OnDuration time (~4ms). Given that the UE is already active in PDCCH-Only mode, therefore the additional power consumption due to the BA during the OnDuration is relatively small.
However, it should be stressed that the BA tasks during the OnDuration need to be configured to maintain connection and good operational conditions, there will be a limit to the reduction of the OnDuration that can be achieved and the BA needs to be accounted for in the evaluation of the power consumption merits of different proposals.
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