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1 [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In Rel-15 NR Non-orthogonal Multiple Access (NOMA) SID, the following objectives have been identified for the study of NoMA transmitter side signal processing [1]: 
1.1 Transmitter side signal processing schemes for non-orthogonal multiple access [RAN1]:
· Modulation and symbol level processing, including spreading, repetition, interleaving, new constellation mapping, etc.
· Coded bit level processing including interleaving and/or scrambling, etc.
· Symbol to resource element mapping, sparse or not, etc.
· Demodulation reference signal. Other signal is not excluded.
In RAN1#93, it is further agreed that
Detailed transmission schemes particularly MA signature design per scheme will be captured in TR. Performance and complexity comparisons and observation/conclusion should at least be made scheme-wise. 
In this contribution, we discuss the design of NoMA transmitter design. In particular, we introduce the design of Sparse Code Multiple Access (SCMA), and explain the benefit and flexibility in the design. 

2 [bookmark: _Toc490580573][bookmark: _Toc490731320]SCMA Transmitter Side Design
A NoMA transmitter directly maps a sequence of the coded binary bits of a UE to a number of the available transmission resources by some user-specific operations to help a receiver separate the superposed multi-user signals with a reasonable complexity.
Since NR has already supported a UE-specific scrambling operation, we can describe a SCMA transmitter into two logical mapping functions: bits-to-symbols and symbols-to-REs. 
Through the mapping operations, a SCMA design creates a more “structured” symbol dependency among a sequence of coded bits by jointly modulating and repetition in the bits-to-symbols mapping operation, and a sparsity against inter-user interference over the allocated REs (resource element) by repetition and layering in the symbols-to-REs mapping one. In this way, SCMA design enables a NoMA receiver to benefit from both the symbol-level dependency and the sparse mapping for UE separation, especially when the NoMA overloading ratio is high. 
A SCMA transmitter strictly follows the unified framework agreed in RAN1 #86bis [2][3].
[image: ]
Figure 1. Transmit side design of SCMA based on the unified framework agreed in RAN1 #86bis
2.1 Bits-to-Symbols Mapping of SCMA
The symbol-level dependency is attributed to the flexibility to optimize the constellations across multiple symbols. Figure 2 shows an example of 16-point SCMA constellation over two symbols. By adjusting the labeling of the input binary bits to the constellation points for each RE (resource element), a NoMA transmitter can optimize the overall distances (Euclidean/product). 
In contrast, a linear spreading with symbol-independent modulation (sequence-based nor repetition based spreading) has no means to improve the overall distance property. This explains the link-level performance gain of the 16-point SCMA modulation against linear spreading over 16QAM over two REs in Figure 3. Similar gain can be observed with the joint mapping of 64-point SCMA over two REs against linear spreading over two 16QAM symbols, as shown in Figure 4. More details about the simulation parameters can be found in table A-1 in the appendix. 
[image: C:\Users\w00374306\Desktop\tdoc.emf]
Figure 2. Example of 2-symbol mapping for 16-point constellation
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	Figure 3. Example of single user performance comparison between the 16-point SCMA modulation against linear spreading over 16QAM over two REs in both AWGN and fading channels


Observation 1: The structured symbol dependency in the bits-to-symbols mapping of SCMA provides more flexibility and better distance properties than sequence or repetition based linear spreading. 
The M-bit to m-symbol mapping of SCMA transmitter can be represented by a  table in which each column represents the symbol sequence in term of an index of the input bit stream. These tables for 8-point, 16-point and 64-point modulations with mapping length of 2 are given in Tables A-2 to A-4 in the appendix. Note that in some cases, the same mapping function can also be presented by a formula expressing the relation between the input bit stream b and the output symbol sequence x. For example, the formula of 8-point table in table A-2 in the appendix is
.
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	Figure 4. Example of single user performance comparison between the 64-point SCMA modulation against linear spreading over 16QAM over two REs in both AWGN and fading channels


Compared with a linear spreading over one symbol QAM modulation, the 8-point constellation modulation of SCMA maps three binary bits over two symbols, as shown in Figure 5 (correspondent table A-2). This equips NoMA scheme with a finer granularity on the optimization and configuration over the modulation sizes and FEC coding rates, the benefit of which is shown in Figure 6: an 8-point SCMA modulation outperforms a linear spreading over both QPSK and 16QAM modulations. Details about the simulation parameters are in Table A-5. 
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Figure 5. Example of joint mapping of three bits to two REs
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	Figure 6. Example of single user performance of 8-point joint mapping vs. linear spreading (sequence or repetition based) in AWGN and fading channels


Observation 2: The bits-to-symbols mapping design in SCMA provides more modulation granularity than the sequence or repetition based linear spreading.
For further user separation, more choices of the joint mapping sequences for a given bit stream (equivalently more M-bits to m-symbols mapping matrices) can be generated by multiplying the symbol sequence x by a UE specific transform matrix G of size m-by-m, to obtain y=Gx. For instance of m = 2, this 2-by-2 transform matrix can be one of
.

2.2 Symbols-to-REs mapping of SCMA
SCMA utilizes the symbols-to-REs mapping to further mitigate the inter-user interference and facilitate the low complexity implementation of the NoMA receivers. In particular, the sparse symbol-to-RE mapping of SCMA maps the symbols y onto m elements in a block of N elements, wherein the rest (N – m) elements are of value 0. UE specific sparse patterns at configurable sparsity level are introduced as follows: 
· Sparsity level is designated as the ratio of the non-zero elements to all available REs in a given mapping block. The SCMA transmitter configures it for optimal performance by adjusting the channel coding gain and the MUD mitigation capability.
· Sparse pattern defines the locations of the non-zero elements in the group of REs of a mapping block.  The pattern can be repeated throughout the available bandwidth. For example, the sparse patterns of sparse level 50% over the mapping block of size 4 are

In practice, the symbols-to-REs mapping can also be integrated with the bits-to-symbols mapping to generate the symbol sequence (including zeros) directly from a sequence of coded bits and then map them to the available REs sequentially from an input bit stream.
Observation 3: UE-specific sparse mapping of SCMA provides good tradeoff between the coding gain and the multi-user interference mitigation capability.
2.3 MA signature pool generation
The pool size of the SCMA signatures can be flexibly adapted according to number of UEs in different application scenarios. The guideline for designing such flexible signature pool can be described as follows:
· Using sparsity pattern: When the size of the mapping block is N and the number of non-zero elements is m, there are total of  distinct sparsity patterns. An example is shown below for  and , which gives 6 sparsity patterns as follows

Another example is given below for the case of  and , which gives total of 15 sparsity patterns as follows:

· Using transform matrix: Transform matrix can be introduced to enlarge the signature pool. When , 2-by-2 transform matrices from the following set can be used:
.
The way to construct SCMA signature pool with different sizes are listed in Table 1 and Table 2. Depending on the required number of signatures, the MA signature pool for SCMA could be generated using sparsity patterns and transform matrices on top of the bits-to-symbols mapping listed in Tables A-2 to A-4 in the appendix with different input bit lengths. Assume a signature pool with size 12 is expected. In the case of  and , the 6 sparsity patterns can be combined with the 2 transform matrices of  to generate the desired signature pool. While, in the case of  and , there are already 15 sparsity patterns and the signature pool can be generated by using the first 12 sparsity patterns and transform matrix of .
Table 1. Generation of SCMA signature pool with different pool sizes (size of mapping block).
	MA signature pool size
	The way of generation

	6
	6 sparsity patterns and 1 transform matrix

	12
	6 sparsity patterns and 2 transform matrices

	24
	6 sparsity patterns and 4 transform matrices

	48
	6 sparsity patterns and 8 transform matrices



Table 2. Generation of SCMA signature pool with different pool sizes (size of mapping block).
	MA signature pool size
	The way of generation

	15
	15 sparsity patterns and 1 transform matrx

	30
	15 sparsity patterns and 2 transform matrices

	60
	15 sparsity patterns and 4 transform matrices

	120
	15 sparsity patterns and 8 transform matrices



In particular, the signature index  in the pool, where  denotes the signature pool size, can be derived by the sparsity pattern index  and the transform matrix index   where  denotes the total number of sparsity patterns.
2.4 MA signature assignment
Assume the size of signature pool is  with the signature index , for single-branch transmission,
· In the case of grant-based transmission or configured grant with periodic traffics, the MA signatures of active UEs are fixed and known to the network. When the number of active UEs is , the -th UE is assigned with the -th signature, where  and . 
· In the case of configured grant with sporadic (e.g., Poisson arrival) traffics, the MA signature is pre-assigned for each UE but the set of active UEs is unknown. Assuming there are total  potential UEs, the -th UE is pre-assigned with the -th signature, where  and . 
In the case of multi-branch transmission, assuming the number of branches for each UE is , the -th UE is assigned with  signatures and the indices of the signatures are given by

In the case of DFT-s-OFDM waveform, different MA signatures can have different CMs/PAPRs. The signature pool can be the same as that for CP-OFDM and the signatures with good CM/PAPR performance can be assigned to the power-limited UEs. In addition, multiplexing of UEs with CP-OFDM and DFT-s-OFDM waveforms is supported.
2.5 Parameter adaptation and configuration
There are certain parameters in the transmitter side that can be adapted, including:
· MCS: modulation size and FEC code rate
· N: Size of the mapping block
· L: Number of branches
In the case of grant-based transmission or configured grant with periodic traffics, the above parameters can be optimized for each combination of TBS, number of multiplexed UEs, and number of received antennas. 
In the case of configured grant with sporadic traffics, the number of multiplexed UEs is random per packet arrival at each slot regardless of the MA selection option, and therefore, the parameters cannot be adapted to the actual number of multiplexed UEs.
3 Features and Benefits of SCMA Transmitter
3.1 Flexibility and Scalability
SCMA transmitter provides sufficient flexibility and configurability for various NR scenarios such as mMTC, URLLC, and eMBB, specifically in the following four dimensions: 
· Bits-to-Symbols mapping dimension: SCMA comes up with the joint mapping constellations with larger distances and finer granularity than symbol-independent QAM mapping. It also offers the flexibility to extend the mapping block length above 2, which would give even larger degrees of freedom to optimize the distance properties. 
· Symbols-to-REs mapping dimension: SCMA sparse repetition mapping comes up with the optimal tradeoff between the coding gain and multi-user interference mitigation capability by adjusting the size of mapping block, and the UE-specific sparsity levels and patterns.
· [bookmark: OLE_LINK5]Mixed waveform dimension: SCMA supports both CP-OFDM and DFT-s-OFDM. An example of a SCMA-enabled DFT-s-OFDM is to have a transform precoding (DFT precoding) matrix between the modulated symbol sequence generator and symbol-to-RE mapping blocks, as shown in Figure 6. Neither the MA signature design nor receiver needs to be changed, e.g., the mapping functions in Table A-2 to A-4 can be directly applied to the modulated symbol sequence generator module. Moreover, very low PAPR mapping function for DFT-s-OFDM UEs transmitting in the coverage limited case can be designed (examples provided in table A-7). 
[image: ]
Figure 7. SCMA with single-branch operation for CP-OFDM and DFT-s-OFDM waveforms.
Moreover, with SCMA scheme, the UEs configured with CP-OFDM waveform can be multiplexed with those configured with DFT-s-OFDM waveform in the same resource, alleviating the scheduling burden of the associated gNB. For some multiplexed users, the transform precoding is enabled (corresponding to DFT-s-OFDM waveform); and for others, it is disabled (corresponding to CP-OFDM waveform). Such flexibility is beneficial for most practical and typical application scenarios in which the coverage is modest and the majority of the UEs are configured with CP-OFDM waveform. It would be inefficient to dedicate a separate resource for a very limited number of UEs configured with DFT-s-OFDM waveform from the whole network perspective.
· Layered transmission dimension: SCMA accommodates multiple branches (rate splitting) for a single UE to achieve higher SE (spectrum efficiency) more efficiently. The diagram of multi-branch SCMA is given in Figure 7, where each branch is configured with layer-specific bits-to-symbols mapping and symbols-to-REs mapping. Moreover, UEs configured with different branches can transmit together. 
[image: ]
Figure 8. SCMA with multi-branch operation for CP-OFDM and DFT-s-OFDM waveforms. 
For multi-branch transmission, non-overlapping (i.e., orthogonal) sparsity patterns can be used to ensure the orthogonality between the branches. For example, in the case of  and , the sparsity patterns of  and  can be assigned to one UE so that the two braches are orthogonal. When the number of branches exceeds the total number of available orthogonal patterns, different power levels between branches can be applied, as described in section 2.4, by adjusting the values of  in Figure 7. With SCMA, some UEs may perform multiple-branch transmission while others apply single-branch transmission, depending on network configurations.
In summary, by configuring the design parameters, one can adapt the SCMA transmission scheme based on the system requirements in each scenario.
Observation 4: SCMA provides flexible and scalable solution for NoMA transmission to address versatile KPIs in different application scenarios.  
3.2 Performance
The structured symbol dependency in SCMA offers the best and finest tradeoffs between the coding gain and spreading gain, and between the good distance properties and the inter-user interference mitigation capability, which can be utilized by the NoMA receiver (which includes multi-user detector and channel decoder as described in [4]) to improve the overall performance. Moreover, SCMA design allows for near-optimal multi-user decoding such as MPA with reasonable implementation cost and using low-complexity receivers (like EPA [4]) even for high overloading scenarios. The following curves in Figures 9, 10, 11 and 12 show some examples of SCMA performance compared to other NoMA schemes. More detailed simulation results capturing the performance of SCMA in link-level can be found in [5]-[7].
The curves show that SCMA can provide large SNR gain over sequence spreading based NoMA schemes. Note that in the DFT-s-OFDM case, only single branch is used for RSMA scheme. This is because the PAPR of RSMA with multi-branches is much higher than that for the single branch case and also much higher than the OMA baseline, as shown in Figure 13. 
As a summary of the features and benefits described above, SCMA is a suitable candidate for NoMA transmission in NR to satisfy different performance metrics for all application scenarios.
Observation 5: With both CP-OFDM and DFT-s-OFDM waveform, SCMA can provide large SNR gain over sequence spreading based NoMA schemes in all the cases simulated.
Observation 6: With DFT-s-OFDM waveform, SCMA with single or multi-branch operations can provide better PAPR results than multi-branch sequence spreading based NOMA schemes without sparsity.
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	(a). mMTC, TDLA-30ns, 1T2R, ICE, Equal SNR
	(b). mMTC, TDLA-30ns, 1T4R, ICE, Equal SNR
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	(c). mMTC, TDLA-30ns, 1T2R, ICE, Unequal SNR 
	(d). mMTC, TDLA-30ns, 1T4R, ICE, Unequal SNR
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	(e). URLLC, TDLA-30ns, 1T2R, ICE, Equal SNR 
	(f). URLLC, TDLA-30ns, 1T4R, ICE, Equal SNR
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	(g). eMBB, TDLA-30ns, 1T4R, ICE, Equal SNR 
	(h). eMBB, TDLA-30ns, 1T4R, ICE, Unequal SNR


Figure 9. Performance comparison in fixed signature allocation cases (CP-OFDM)
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	(a). mMTC, 1T2R, ICE, 40 Bytes, Equal SNR
	(b). mMTC, 1T4R, ICE, 40 Bytes, Equal SNR
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	(c). mMTC, 1T2R, ICE, 40 Bytes, Unequal SNR
	(d). mMTC, 1T4R, ICE, 40 Bytes, Unequal SNR
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	(e). mMTC, 1T2R, ICE, 60 Bytes, Equal SNR
	(f). mMTC, 1T4R, ICE, 60 Bytes, Equal SNR
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	(g). mMTC, 1T2R, ICE, 60 Bytes, Unequal SNR
	(h). mMTC, 1T4R, ICE, 60 Bytes, Unequal SNR

	Figure 10. Performance comparison in random signature allocation cases (CP-OFDM, TDLA-30ns)
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	(a). mMTC, 1T2R, ICE, Equal SNR
	(b). mMTC, 1T4R, ICE, Equal SNR
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	(c). mMTC, 1T2R, ICE, Unequal SNR 
	(d). mMTC, 1T4R, ICE, Unequal SNR


Figure 11. Performance comparison in fixed signature allocation cases(DFT-s-OFDM, TDLA-30ns)
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	(a). mMTC, 1T2R, ICE, 40 Bytes, Equal SNR
	(b). mMTC, 1T4R, ICE, 40 Bytes, Equal SNR

	[image: ]
	[image: ]

	(c). mMTC, 1T2R, ICE, 40 Bytes, Unequal SNR
	(d). mMTC, 1T4R, ICE, 40 Bytes, Unequal SNR
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	(e). mMTC, 1T2R, ICE, 60 Bytes, Equal SNR
	(f). mMTC, 1T4R, ICE, 60 Bytes, Equal SNR
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	(g). mMTC, 1T2R, ICE, 60 Bytes, Unequal SNR
	(h). mMTC, 1T4R, ICE, 60 Bytes, Unequal SNR


Figure 12. Performance comparison in random signature allocation cases (DFT-s-OFDM, TDLA-30ns)
[image: ]
Figure 13. PAPR comparison of NoMA Schemes and QPSK baseline 


Conclusions
In this contribution, we introduce the detailed transmitter design for SCMA and made the following observations and proposals.
Observation 1: The structured symbol dependency in the bits-to-symbols mapping of SCMA provides more flexibility and better distance properties than sequence or repetition based linear spreading. 
Observation 2: The bits-to-symbols mapping design in SCMA provides more modulation granularity than the sequence or repetition based linear spreading.
Observation 3: UE-specific sparse mapping of SCMA provides good tradeoff between the coding gain and the multi-user interference mitigation capability.
Observation 4: SCMA provides flexible and scalable solution for NoMA transmission to address versatile KPIs in different application scenarios.  
Observation 5: With both CP-OFDM and DFT-s-OFDM waveform, SCMA can provide large SNR gain over sequence spreading based NoMA schemes in all the cases simulated.
Observation 6: With DFT-s-OFDM waveform, SCMA with single or multi-branch operations can provide better PAPR results than multi-branch sequence spreading based NOMA schemes without sparsity.
Proposal: Capture the above observations into the TR.
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Appendix
[bookmark: _Ref447183858]Table A-1. Simulation Assumptions for Figure 3 and 4.
	Parameter
	Value

	Evaluated schemes
	Two-dimensional 16-point/64-point joint mapping vs. linear spreading of 16QAM/64QAM over two symbols

	Channel model
	SISO AWGN and SIMO 1x2 TDLA-30 channel

	Channel coding
	LDPC code rate 1/2

	Number of data tones
	864 (equivalent to 6 RBs, including the DM-RS overhead)

	Transport Block size
	864/1296 (including CRC bits)



[bookmark: OLE_LINK8]
Table A-2. Mapping function for the 8-point modulated symbol sequence of length 2
	Sequence index
	1
	2
	3
	4
	5
	6
	7
	8

	Corresponding bit sequence
	000
	001
	010
	011
	100
	101
	110
	111

	[bookmark: OLE_LINK9]Output symbol sequence
	
	
	
	
	
	
	
	


with  and .
Table A-3. Mapping function for the 16-point modulated symbol sequence of length 2
	Sequence index
	1
	2
	3
	4
	5
	6
	7
	8

	Corresponding bit sequence
	0000
	0001
	0010
	0011
	0100
	0101
	0110
	0111

	Output Symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	9
	10
	11
	12
	13
	14
	15
	16

	Corresponding bit sequence
	1000
	1001
	1010
	1011
	1100
	1101
	1110
	1111

	Output Symbol sequence
	
	
	
	
	
	
	
	



Table A-4. Mapping function for the 64-point modulated symbol sequence of length 2
	Sequence index
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Table A-5. Simulation Assumptions for Figure 6.
	Parameter
	Value

	Evaluated schemes
	Single-UE performance for Joint mapping of 8-point shown in Figure 6 to two tones with two zero tones vs. linear spreading of  QPSK and 16QAM and  over 4 symbols

	Channel model
	SISO AWGN and SIMO 1x2 TDLA-30 channel

	Spectral Efficiency
	0.25 per tone

	Channel coding
	LDPC code 

	Number of data tones
	864 (equivalent to 6 LTE RBs, including the DM-RS overhead)

	Transport Block size
	216 (including the CRC bits)



Table A-7. Three mapping functions with 4-point low PAPR modulated symbol of length 4 
(no sparsity is applied, only used when transform precoding is enabled in coverage limited case)
	Sequence index
	1
	2
	3
	4

	Corresponding bit sequence
	00
	01
	10
	11

	Output symbol sequence
	
	
	
	

	Sequence index
	1
	2
	3
	4

	Corresponding bit sequence
	00
	01
	10
	11

	Output symbol sequence
	
	
	
	

	Sequence index
	
	
	
	

	Corresponding bit sequence
	
	
	
	

	Output symbol sequence
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