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Introduction
In last meeting RAN1#94，the parameter settings for NOMA LLS were further clarified. In addition to the synchronous scenario, the asynchronous scenario was also important to be included in the evaluations. It was agreed to determine the value y for the evaluation with non-zero timing offset in the asynchronous scenarios as follows:
· For Case 1: y = NCP/2
· For Case 2: y = 1.5*NCP
In this contribution, we evaluated the timing offset impact on the NOMA schemes, taking MUSA and SCMA as example. Observation and proposal are given according to the evaluation results. 
Simulation Setup
We select two typical cases from the agreed template of NOMA LLS results to evaluate the timing offset impact. The settings are given as follows:
	Parameters
	Case1
	Case 2

	Carrier Frequency
	700 MHz
	700 MHz

	Waveform (data part)
	CP-OFDM
	CP-OFDM

	Channel coding
	NR LDPC

	Numerology 
(data part)
	SCS = 15 kHz
#OS = 14
	SCS = 15 kHz
#OS = 14

	Allocated bandwidth(number of PRBs)
	6 
	6

	TBS per UE
	10bytes
	75bytes

	Target BLER for one transmission
	10%
	10%

	Number of UEs multiplexed in the same allocated bandwidth
	24
	6

	BS antenna configuration
	2Rx 

	UE antenna configuration
	1Tx  

	Propagation channel & UE velocity
	TDL-A 30ns in TR38.901, 3km/h

	Max number of HARQ transmission
	1 

	Channel estimation
	Ideal channel estimation 

	MA signature allocation (for data and DMRS)
	Fixed

	Distribution of avg. SNR
	Equal 

	Timing offset
	TO=[0,1.5]NCP

	Frequency error
	0

	Traffic model for link level
	Full buffer

	Receiver
	SCMA:EPA
MUSA:EPA,MMSE-SIC

	Modulation
	Case1:SCMA:8p [2],MUSA:QPSK
Case2:SCMA:16p [2],MUSA:16QAM

	Pool of spreading codebook 
	See appendix for details



Evaluation Results and Analyses
The simulation results of case1 and case2 are shown in Fig.1 and Fig.2, respectively. Note that for the ideal channel estimation with timing offset, we consider that the timing offset of each UE was perfectly estimated at the receiver.  
[image: ]
Fig.1. BLER performance of case1@TBsize=10bytes,equal SNR,TDL-A,ideal CE UE=24
[image: ]
Fig.2. BLER performance of case1@TBsize=75bytes,equal SNR,TDL-A,ideal CE UE=6
From the results, we can see that with perfect timing offset estimation, there is no obvious performance loss for NOMA schemes within random delay in [0,1.5CP]. It prove the robustness of NOMA schemes to be applied in the asynchronous scenario.  
Obersvation1: With perfect timing offset estimation, there is no obvious performance loss for NOMA schemes within random delay in [0,1.5CP].
Proposal 1: Consider NOMA schemes to be applied in to both synchronous and asynchronous scenario.
Conclusion
In this contribution, we evaluated the timing offset impact on the NOMA schemes, taking MUSA and SCMA as example. Observations and proposals are given as follows:
Obersvation1: With perfect timing offset estimation, there is no obvious performance loss for NOMA schemes within random delay in [0,1.5CP].
Proposal 1: Consider NOMA schemes to be applied in to both synchronous and asynchronous scenarios.
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Appendix
The NOMA codebooks used in this contribution are shown as follows:
· SCMA 8p[2]
	Sequence index
	1
	2
	3
	4
	5
	6
	7
	8

	Corresponding bit sequence
	000
	001
	010
	011
	100
	101
	110
	111
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with  and .
Transform matrix:
.
Sparse pattern:


· SCMA 16p[2]
	Sequence index
	1
	2
	3
	4
	5
	6
	7
	8

	Corresponding bit sequence
	0000
	0001
	0010
	0011
	0100
	0101
	0110
	0111

	Output Symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	9
	10
	11
	12
	13
	14
	15
	16

	Corresponding bit sequence
	1000
	1001
	1010
	1011
	1100
	1101
	1110
	1111

	Output Symbol sequence
	
	
	
	
	
	
	
	


Transform matrix:
.
Sparse pattern:


· MUSA SF=2[3]

(the table is repeated for the simulation with more than 6 UEs)
· MUSA SF=4[3]
	No.
	c1
	c2
	c3
	c4
	No.
	c1
	c2
	c3
	c4

	1
	1
	1
	1
	1
	33
	1
	1
	1
	-j

	2
	1
	1
	-1
	-1
	34
	1
	1
	-1
	j

	3
	1
	-1
	1
	-1
	35
	1
	-1
	1
	j

	4
	1
	-1
	-1
	1
	36
	1
	-1
	-1
	-j

	5
	1
	1
	-j
	j
	37
	1
	1
	-j
	1

	6
	1
	1
	j
	-j
	38
	1
	1
	j
	-1

	7
	1
	-1
	-j
	-j
	39
	1
	-1
	-j
	-1

	8
	1
	-1
	j
	j
	40
	1
	-1
	j
	1

	9
	1
	-j
	1
	j
	41
	1
	-j
	1
	1

	10
	1
	-j
	-1
	-j
	42
	1
	-j
	-1
	-1

	11
	1
	j
	1
	-j
	43
	1
	j
	1
	-1

	12
	1
	j
	-1
	j
	44
	1
	j
	-1
	1

	13
	1
	-j
	-j
	-1
	45
	1
	-j
	-j
	j

	14
	1
	-j
	j
	1
	46
	1
	-j
	j
	-j

	15
	1
	j
	-j
	1
	47
	1
	j
	-j
	-j

	16
	1
	j
	j
	-1
	48
	1
	j
	j
	j

	17
	1
	1
	1
	-1
	49
	1
	1
	1
	j

	18
	1
	1
	-1
	1
	50
	1
	1
	-1
	-j

	19
	1
	-1
	1
	1
	51
	1
	-1
	1
	-j

	20
	1
	-1
	-1
	-1
	52
	1
	-1
	-1
	j

	21
	1
	1
	-j
	-j
	53
	1
	1
	-j
	-1

	22
	1
	1
	j
	j
	54
	1
	1
	j
	1

	23
	1
	-1
	-j
	j
	55
	1
	-1
	-j
	1

	24
	1
	-1
	j
	-j
	56
	1
	-1
	j
	-1

	25
	1
	-j
	1
	-j
	57
	1
	-j
	1
	-1

	26
	1
	-j
	-1
	j
	58
	1
	-j
	-1
	1

	27
	1
	j
	1
	j
	59
	1
	j
	1
	1

	28
	1
	j
	-1
	-j
	60
	1
	j
	-1
	-1

	29
	1
	-j
	-j
	1
	61
	1
	-j
	-j
	-j

	30
	1
	-j
	j
	-1
	62
	1
	-j
	j
	j

	31
	1
	j
	-j
	-1
	63
	1
	j
	-j
	j

	32
	1
	j
	j
	1
	64
	1
	j
	j
	-j
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