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1 Introduction
In RAN1#93 meeting, the basic transmitter side data processing methods have been agreed [1]. Based on this agreement, in RAN1#94 meeting, the candidate MA signature designs per transmitter design aspect for NOMA in R1-1809974 has been agreed to be captured into TR38.812 [2, 3]. During the email discussion [94-NR-02], more detailed description has been captured in R1-1809844 [4].
	Agreements:
· Detailed transmission schemes particularly MA signature design per scheme will be captured in TR. Performance and complexity comparisons and observation/conclusion should at least be made scheme-wise. 
· Transmitter side data processing for NOMA can be based on one or more of the following aspects
· UE -specific bit-level scrambling
· UE -specific bit-level interleaving
· UE -specific symbol-level spreading
· Can be with NR legacy modulation or modified modulation
· UE -specific symbol-level scrambling 
· UE -specific symbol-level interleaving, with symbol-level zero padding
· UE -specific power assignment
· UE-specific sparse RE mapping
· Cell-specific MA signature 
· Multi-branch/MA signature transmission (irrespective of rank) per UE

Agreements:
· Capture Section 2 and Annex in R1-1809786 into TR38.812. 
· Companies are encouraged to check the exact content of Section 2 and Annex in R1-1809786 and to provide comments if any by Friday
· (Update on Friday) R1-1809974 – section 2 and Annex are agreed
· Comparnies to provide more detailed description of the proposed scheme (to the extent that solid simulations can be performed) by email by 8/28, and to be commented by 8/31.  These schemes are to be captured in R1-1809844 – Li (ZTE)


In this contribution, we show the evaluation results for different NOMA schemes based on the agreements and compare the performance of these schemes.
2 Performance of basic transmitter side data processing units
According to the agreements, the transmitter side design of NOMA schemes can be represented in Fig 1[footnoteRef:2]. In this Section, performance evaluation results will be given for comparison. [2:  one or more units are necessary for NOMA ] 



Figure 1 Transmitter side data processing for NOMA
2.1 [bookmark: _Hlk525655913]UE-specific bit-level data processing
The performance of bit-level data processing schemes with case 3 (6 UE) is shown in Fig. 2. Same ESE receiver with 5 outer iterations are used. It can be seen that the performance of bit-level scrambling and bit-level interleaving is similar.
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Figure 2 Performance of bit-level scrambling and bit-level interleaving
[bookmark: _Hlk525660309]Observation 1: UE-specific bit-level scrambling and UE-specific bit-level scrambling designs have similar BLER performance.
2.2 UE-specific symbol-level spreading
The performance of symbol-level spreading schemes with case 1~4 (12 UE) is shown in Fig. 3. The same kind of MMSE-SIC receivers are used. It can be seen that for the cases with low spectral efficiency, all the symbol-level spreading schemes show similar performance. For the cases with high spectral efficiency, UGMA shows the best performance.
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Figure 3 Performance of symbol-level spreading by MMSE-SIC receivers
Observation 2: By MMSE-SIC receivers, for the cases with low spectral efficiency, all the symbol-level spreading schemes show similar performance. For the cases with high spectral efficiency, UGMA show the best performance.
2.3 UE-specific symbol-level scrambling
[bookmark: _Hlk525645436]The PAPR performance of symbol-level scrambling scheme and the spreading scheme with case 4 (6 UE) is shown in Fig. 4. It can be seen that symbol-level scrambling can reduce the PAPR significantly.
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Figure 4 PAPR performance of symbol-level scrambling schemes
Observation 3: Symbol-level scrambling can reduce the PAPR significantly.
2.4 UE-specific power assignment
The performance of different schemes with or without UE-specific power assignment with case 3 (16 UE) are shown in Fig. 5. It can be seen that for the cases with high spectral efficiency, UE-specific power assignment can improve the performance significantly.
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(a) BLER of SCMA with user grouping                      (b) BLER of RSMA with user grouping
Figure 5 Performance of different schemes with or without UE-specific power assignment
Observation 4: For the cases with high spectral efficiency, UE-specific power assignment can improve the performance significantly.
2.5 Comparison between bit-level data processing and symbol-level spreading
As bit-level data processing design and symbol-level spreading are two main categories of NOMA transmission schemes. In this subsection, we show the performance comparison between bit-level data processing and symbol-level spreading.
The performance of NOMA schemes with case 3 (6 UE) are shown in Fig. 4. ESE receivers are used for bit-level data processing, and MMSE-SIC receivers are used for symbol-level spreading. Similar receiver complexity is assumed for fair comparison. It can be seen that with for similar receiver complexity, symbol-level spreading has better BLER performance.
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Figure 6 Performance of bit-level data processing and symbol-level spreading
Observation 5: With similar receiver complexity, symbol-level spreading has better BLER performance than bit-level data processing.
Based on the above results, we have the following proposals.
Proposal 1: Adopt power assignment for NOMA.
Proposal 2: Adopt symbol-level spreading as one part of transmission design for NOMA.
3 Conclusion
In this contribution, we comparison different NOMA schemes by evaluation results. According to the discussions, we have following Observations and Proposals:
Observation 1: UE-specific bit-level scrambling and UE-specific bit-level scrambling designs have similar BLER performance.
Observation 2: By MMSE-SIC receivers, for the cases with low spectral efficiency, all the symbol-level spreading schemes show similar performance. For the cases with high spectral efficiency, UGMA show the best performance.
Observation 3: Symbol-level scrambling can reduce the PAPR significantly.
Observation 4: For the cases with high spectral efficiency, UE-specific power assignment can improve the performance significantly.
Observation 5: With similar receiver complexity, symbol-level spreading has better BLER performance than bit-level data processing.
Proposal 1: Adopt power assignment for NOMA.
Proposal 2: Adopt symbol-level spreading as one part of transmission design for NOMA.
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Appendix
4 Detailed description of UGMA and RAMA [4]
UGMA
The MA signatures of UGMA are described in Section 2.2.1 (4) and Section 2.5 [1]. which include target average received powers (corresponds to uplink power control parameters in practical systems) and spreading sequences. 
1) Part 1 of MA signature: Multi target average received powers
In UGMA, multi target average received powers  are used, where G is the number of target average received powers and  for . Users are considered as in one user group if the users having same target average received power in one cell or beam. The target average received power of each user is configured dynamically in grant-based transmission, or pre-configured by higher-layer signaling or dynamic signaling in Rel-15 configured-grant transmission, or selected by each user from the pre-defined set of target average received powers  based on its estimated RSRP in grant-free transmission. 
Uplink power control can be used to realize the target average received powers. Based on TS38.213 [10], the UE determines the PUSCH transmit power in PUSCH transmission occasion as 

  (3.1.5-1)
where the definitions of variables in (3.1.5-1) can be found in chapter 7.1.1 of TS38.213 [10]. 
At least following options for uplink power control can be considered:
· Closed-loop power control in grant-based or Rel-15 configured-grant transmission
· ,  and  in (3.1.5-1) can be configured dynamically, and  and  can be obtained by the allocated number of PRB and MCS configured dynamically.
· Open-loop power control in grant-based or Rel-15 configured-grant transmission
·  , and  in (3.1.5-1) can be pre-configured, and  and  in (3.1.5-1) can be obtained by the allocated number of PRB and pre-configured MCS .
· Open-loop power control in grant-free transmission
· Group-specific nominal power , ,  and  for fixed PRB number and MCS can be obtained by UE according to pre-configured parameters, 
· , where . The UE determines its nominal power  based on the downlink path-loss estimate (PL) calculated by the UE using reference signal received power (RSRP). If PL of the UE is smaller than , nominal power  is used for the UE to achieve target average received power . If PL of the UE satisfies  for , nominal power  is used for the UE to achieve target average received power . If PL of the UE is larger than , nominal power  is used for the UE to achieve target average received power .
· The set of target average received powers  can be obtained in multiple ways. At least the two options below can be considered.
Option 1: Configure/Pre-configure the mean of target average received powers , number of target average received powers G and gap between two adjacent target average received powers  to UE by higher-layer signaling. The g-th target average received power can be calculated as  for G being even and  for G being odd.
Option 2: Configure/Pre-configure the set of target average received powers  by higher-layer signaling. The gaps between any two adjacent target average received powers of a can be same as in option 1 or different.
Some examples for target average received powers are listed in Table 3.1.5-1. 
Table 3.1.5-1 Examples of target average received powers for any 
	Index
	Target average received powers

	0
	,  for G = 2, 

	1
	,  for G = 3, 

	2
	,  for G = 2, 

	3
	,  for G = 3, 



2) Part 2 of MA signature: Generalized welch-bound equality (GWBE) sequences
Spreading sequences targeting to generalized welch-bound equality, i.e., GWBE sequences, can be generated as described in Section 2.2.1 -4). 
· Required information to generate GWBE sequences
· Size of sequence pool, K
· Spreading factor, N
· Target average received powers for obtaining K sequences, . Two cases below shall be considered.
· Case 1: GWBE sequences  are generated independent from the multi target average received powers introduced in Section 3.1.5-1).  can be defined directly.
· Case 2: GWBE sequences  are generated based on the multi target average received powers introduced in Section 3.1.5-1).  can be obtained based on G,  and number of sequences  for G target powers satisfying . Then, the target average received powers for obtaining K sequences  are generated as  .
· Number of sequences  for G target powers satisfying 
· Required information for sequence grouping
· Number of sequences  for G groups satisfying 
With above information, GWBE sequences can be generated based on Algorithm in Annex X.5.
· Mapping between power and sequence 
The K sequences should be divided to G sequence groups, where the g-th sequences group is used by users with target average received powers .
· Option 1: The K sequences are divided into G groups based on the sequence grouping algorithms in Annex X.11. 
· Option 2: The K sequences are divided into G groups based on the target average received powers for obtaining the K sequences. This is suitable to Case 2. In this case, K sequences  obtained from target powers  are divided into G groups, and  are allocated for the g-th sequences group.
· Option 3: The K sequences are multiplexed in the G groups.
Table 3.1.5-2 Mapping between power and sequences for option 1 and option 2
	Sequence for target average received power 
	
	Sequence for target average received power 

	
	
	


Table 3.1.5-3 Mapping between power and sequences for option 3
	
	Sequence for target average received power 
	
	Sequence for target average received power 

	Example 1: 1< Kb < Ka < K
	
	
	

	Example 2
	
	
	



For example, consider GWBE sequences with spreading factor 4 and pool size 16. For two groups each with 8 sequences and 6dB power gap between the two groups, the powers for obtaining 16 sequences in dB are , i.e.,  for k = 1,2,3,4,5,6,7,8 and  for k = 9,10,11,12,13,14,15,16. Then, GWBE sequences can be obtained based on Algorithm in Annex X. 5. It should be noted that the constructed matrix Q with required diagonal elements and eigenvalues in step 2 of Algorithm in Annex X.5 would be random based on “Generalized Chan-Li” or “Generalized Bendel-Mickey” algorithms in [11]. There would be many choices of GWBE sequences satisfying the same conditions. One example of GWBE sequences is provided in Table X.5-2 and the mapping between power and sequences is provided in Table 3.1.5-4, 5, 6 and 7.

Table 3.1.5-4-1 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 16, Group number = 2, Received power offset = 6dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	0.5747-0.3408i    -0.2554+0.4933i    -0.0064-0.3592i    0.1565-0.3023i
	-0.5           -0.5   -0.5   -0.5

	0.3786-0.2143i     0.0064-0.5928i    -0.4637+0.2793i     0.0282-0.4069i
	-0.4321+0.3191i    -0.031-0.1271i     -0.5079-0.1491i    -0.4844-0.4237i

	-0.0439+0.3734i    0.2209-0.0687i    -0.3654+0.7617i    0.1165-0.279i
	0.682+0.3864i      -0.4349+0.1979i    -0.3113-0.0085i    0.1355+0.2046i

	0.2663-0.3807i    -0.0548-0.1704i    -0.1334+0.6523i     0.527+0.176i
	-0.0278+0.654i     -0.5421+0.2316i   -0.4443+0.0596i    0.1428-0.0523i

	0.3714+0.1164i   -0.2134+0.3388i    0.1225+0.2758i     -0.7398+0.2234i
	-0.1467+0.6878i   -0.2674+0.1785i   -0.1723+0.3663i    0.1277+0.4711i

	0.1216-0.537i     -0.0764-0.2757i    -0.3015+0.0669i     -0.7202+0.0299i
	0.4229-0.576i        0.411+0.0295i      0.1824+0.2432i     0.417-0.2307i

	0.212+0.2656i   -0.633-0.5417i       0.1693-0.398i         0.0549+0.0147i
	-0.1062-0.3379i   -0.1145-0.1416i     0.7577+0.0774i     0.4096-0.3057i

	-0.148+0.4161i   0.1072+0.5946i    0.1729+0.301i        -0.1189-0.5525i
	-0.3009-0.4003i   -0.5465+0.6044i     0.1188+0.1732i     0.1014-0.1756i


Table 3.1.5-4-2 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 20, Group number = 2, Received power offset = 6dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	0.1218 + 0.2463i  -0.6140 - 0.5629i   0.2936 + 0.0003i  -0.3742 + 0.0672i
	-0.5000 + 0.0000i  -0.5000 + 0.0000i   0.5000 - 0.0000i   0.5000 + 0.0000i

	  -0.5184 - 0.3325i   0.0091 + 0.2751i   0.1955 + 0.0752i  -0.3716 - 0.6025i
	   0.3066 - 0.1079i   0.0999 + 0.0941i  -0.0153 - 0.3694i   0.4970 - 0.7013i

	   0.2927 + 0.7097i   0.2449 + 0.3088i  -0.0852 + 0.4384i   0.2142 + 0.1003i
	  -0.1964 - 0.5502i   0.0447 + 0.1532i  -0.2963 + 0.0529i   0.6672 + 0.3124i

	   0.2874 + 0.6140i   0.0483 + 0.0144i   0.5050 + 0.4866i   0.2119 - 0.0342i
	   0.4357 - 0.0664i   0.0651 + 0.4460i  -0.3726 - 0.1649i  -0.4890 - 0.4443i

	  -0.4111 - 0.0736i   0.3406 + 0.0655i   0.6830 + 0.0412i   0.0511 + 0.4842i
	   0.2428 + 0.6867i   0.1435 + 0.3048i  -0.1309 + 0.0751i  -0.5620 - 0.1320i

	   0.2096 + 0.0963i  -0.5328 + 0.6843i  -0.1162 + 0.2054i   0.3716 + 0.0308i
	   0.7399 + 0.1685i   0.4459 + 0.4011i  -0.0275 - 0.1532i   0.0340 - 0.1977i

	  -0.3948 - 0.1827i  -0.5230 + 0.0798i   0.4464 + 0.4974i   0.1970 + 0.2130i
	   0.1310 - 0.5608i  -0.1306 - 0.0583i   0.5866 - 0.0373i  -0.1342 + 0.5332i

	  -0.4321 + 0.2236i   0.1848 - 0.4484i   0.2990 + 0.3632i   0.0073 - 0.5538i
	  -0.1236 + 0.0220i   0.5561 + 0.3195i   0.7200 - 0.0346i  -0.1933 + 0.1263i

	   0.4280 + 0.0475i  -0.3027 - 0.3791i   0.1630 + 0.4655i   0.4086 - 0.4112i
	  -0.1783 + 0.2854i   0.2806 + 0.3905i   0.6909 + 0.3634i  -0.1443 - 0.1595i

	   0.2735 - 0.1557i   0.1903 + 0.1535i   0.3245 + 0.4166i  -0.3770 + 0.6482i
	   0.1346 - 0.5058i   0.0701 - 0.6507i  -0.0626 + 0.4370i   0.2981 + 0.1186i


Table 3.1.5-4-3 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 24, Group number = 2, Received power offset = 6dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	0.2354 + 0.5646i  -0.1526 - 0.1296i   0.1781 - 0.3768i  -0.6419 + 0.0054i
	-0.5000 - 0.0000i   0.5000 + 0.0000i   0.5000 - 0.0000i  -0.5000 + 0.0000i

	  -0.1130 + 0.2271i  -0.1107 + 0.0689i  -0.6977 + 0.2175i   0.2212 + 0.5793i
	  -0.2099 - 0.1509i  -0.8030 - 0.0071i   0.2083 + 0.2336i   0.3498 + 0.2606i

	   0.6387 - 0.0944i  -0.5080 - 0.2692i  -0.1998 + 0.2690i  -0.3450 - 0.1461i
	  -0.0383 - 0.3673i  -0.0295 + 0.1670i  -0.2382 + 0.5494i   0.0230 - 0.6898i

	  -0.1511 - 0.5226i   0.3335 - 0.0764i  -0.3400 - 0.1892i   0.4014 - 0.5239i
	   0.0073 + 0.4204i  -0.7240 - 0.2453i  -0.3408 - 0.2421i   0.1700 - 0.1875i

	   0.3447 + 0.0452i  -0.5179 + 0.0485i   0.3942 + 0.6213i  -0.0360 - 0.2566i
	  -0.5153 + 0.2372i  -0.5671 - 0.2603i  -0.3610 + 0.1357i   0.0472 - 0.3713i

	  -0.6091 - 0.0393i  -0.0414 + 0.0553i   0.4453 + 0.1947i  -0.3492 + 0.5144i
	  -0.4472 - 0.4218i  -0.1215 + 0.4971i  -0.2053 - 0.4673i  -0.2348 - 0.2111i

	  -0.3296 + 0.1364i  -0.3206 - 0.1189i   0.1847 - 0.4123i   0.6342 + 0.3867i
	  -0.4905 - 0.1737i   0.7166 + 0.2764i  -0.1394 - 0.0096i  -0.0484 - 0.3429i

	  -0.5807 + 0.2676i  -0.6652 - 0.0127i  -0.0572 + 0.0840i   0.3174 - 0.1937i
	  -0.5033 - 0.3447i  -0.1423 + 0.1119i  -0.7423 - 0.1501i   0.1301 - 0.0674i

	   0.4721 + 0.3366i   0.3614 - 0.6634i   0.1651 + 0.0624i  -0.2478 + 0.0243i
	   0.1888 + 0.1449i  -0.0567 + 0.2538i  -0.4490 - 0.3448i  -0.6379 + 0.3852i

	  -0.0512 - 0.2939i   0.6281 - 0.6941i   0.0877 + 0.1395i   0.0792 + 0.0368i
	  -0.1148 + 0.2097i   0.2934 - 0.2600i  -0.4004 - 0.5754i  -0.5238 + 0.1530i

	   0.5331 - 0.0903i  -0.0970 - 0.0078i  -0.1863 - 0.7571i  -0.0346 - 0.2986i
	   0.1984 + 0.4007i   0.2256 - 0.4530i  -0.6065 + 0.2636i   0.0895 - 0.3141i

	   0.0625 + 0.5260i   0.1482 + 0.3417i  -0.3494 + 0.3553i  -0.1186 + 0.5642i
	   0.0269 + 0.0096i  -0.0254 + 0.0106i  -0.5861 - 0.0994i  -0.7554 + 0.2727i


Table 3.1.5-4-4 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 28, Group number = 2, Received power offset = 6dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	-0.3129 - 0.3679i   0.0409 + 0.1242i  -0.7568 - 0.2371i  -0.1732 - 0.3012i
	-0.5000 - 0.0000i  -0.5000 + 0.0000i  -0.5000 + 0.0000i  -0.5000 + 0.0000i

	  -0.0895 + 0.5975i   0.3032 - 0.4184i  -0.2768 - 0.2546i  -0.1199 + 0.4605i
	  -0.2901 + 0.0200i   0.1550 + 0.4067i  -0.2642 + 0.2446i  -0.3513 - 0.6877i

	  -0.5536 - 0.6892i   0.2261 + 0.1387i   0.3337 - 0.1635i   0.0594 - 0.0809i
	  -0.2628 + 0.3409i  -0.4103 - 0.4017i   0.6048 + 0.3156i   0.1388 - 0.0205i

	   0.4147 + 0.4577i   0.0025 + 0.5199i  -0.3225 - 0.0349i  -0.0896 - 0.4848i
	  -0.5976 + 0.5116i   0.2673 + 0.3955i  -0.1199 + 0.2338i  -0.2476 + 0.1515i

	  -0.1623 + 0.1711i  -0.0588 + 0.4838i   0.6038 + 0.2980i  -0.3708 - 0.3405i
	  -0.0871 - 0.2234i   0.3447 + 0.0147i   0.5023 - 0.2485i   0.0872 - 0.7084i

	  -0.2540 + 0.5352i   0.2165 + 0.4597i   0.3195 - 0.3584i   0.2201 - 0.3344i
	   0.6687 + 0.3741i   0.0625 - 0.0637i  -0.4653 + 0.3754i  -0.2157 + 0.0321i

	   0.0028 - 0.1480i   0.4983 - 0.3636i  -0.2698 + 0.3410i  -0.1130 - 0.6291i
	   0.6800 + 0.4541i  -0.0509 - 0.2585i  -0.2266 - 0.1896i   0.3547 + 0.2212i

	   0.2034 + 0.3090i  -0.2627 - 0.5409i   0.4856 + 0.4434i   0.1022 - 0.2424i
	   0.3402 + 0.6264i   0.4133 - 0.3559i  -0.0148 + 0.0141i  -0.0150 + 0.4402i

	   0.1073 + 0.0496i   0.0472 + 0.2773i   0.7681 - 0.2170i  -0.1592 + 0.4944i
	  -0.1824 + 0.8268i  -0.0106 - 0.4239i  -0.1359 - 0.1786i   0.1905 - 0.1294i

	   0.2867 + 0.5395i   0.3543 + 0.5107i   0.2358 + 0.3231i  -0.1623 + 0.2325i
	   0.1751 - 0.6882i  -0.4104 - 0.2509i   0.4669 + 0.1329i  -0.0711 + 0.1537i

	   0.2838 - 0.0551i  -0.2357 + 0.5679i   0.0154 - 0.0415i  -0.1644 + 0.7137i
	   0.0295 - 0.1543i   0.5533 + 0.3745i  -0.2279 + 0.2509i   0.1533 + 0.6249i

	  -0.0804 - 0.3854i   0.6584 + 0.3672i   0.1453 + 0.4763i  -0.0911 - 0.1427i
	  -0.1963 - 0.3866i  -0.3898 - 0.5801i   0.0013 - 0.3621i  -0.4352 + 0.0549i

	  -0.2251 - 0.1936i  -0.3679 + 0.2168i  -0.5201 - 0.1063i  -0.3066 + 0.5948i
	  -0.0318 + 0.3069i  -0.3608 - 0.2711i  -0.3418 - 0.2790i   0.0168 + 0.7115i

	  -0.3586 + 0.2798i  -0.2636 - 0.0394i   0.3286 + 0.0937i   0.7765 - 0.0479i
	  -0.0332 - 0.1236i   0.5847 + 0.0816i  -0.1955 + 0.0887i  -0.4128 + 0.6470i


Table 3.1.5-4-5 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 32, Group number = 2, Received power offset = 6dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	-0.0787 - 0.3950i  -0.3145 - 0.5105i  -0.5782 - 0.0536i  -0.1018 + 0.3616i
	-0.5000 + 0.0000i  -0.5000 - 0.0000i  -0.5000 - 0.0000i  -0.5000 - 0.0000i

	   0.5704 + 0.5690i  -0.1095 + 0.4641i   0.1077 + 0.3041i   0.0521 + 0.1290i
	   0.2038 - 0.0838i   0.2965 - 0.3240i  -0.1523 - 0.1461i   0.5427 - 0.6477i

	  -0.3635 - 0.2520i   0.1039 + 0.1650i  -0.5124 - 0.5516i  -0.0458 - 0.4444i
	   0.8590 + 0.0654i  -0.2932 - 0.0673i  -0.3848 - 0.0588i   0.1105 - 0.0598i

	  -0.2514 - 0.1082i  -0.2629 + 0.7880i  -0.0346 + 0.1381i   0.3142 - 0.3408i
	  -0.0615 + 0.6871i  -0.1724 + 0.4594i  -0.1758 - 0.2016i   0.4589 - 0.0352i

	  -0.2813 + 0.2115i   0.5570 - 0.3628i  -0.1093 + 0.0482i   0.3734 + 0.5297i
	   0.0614 - 0.3241i  -0.1737 + 0.4659i   0.6577 + 0.4153i  -0.0268 - 0.1953i

	  -0.6081 + 0.2591i  -0.3579 + 0.1441i   0.3684 - 0.4736i  -0.0213 - 0.2318i
	   0.3380 - 0.0760i   0.2235 - 0.1978i   0.5302 + 0.0194i  -0.2788 - 0.6571i

	   0.0248 - 0.3595i   0.0485 + 0.4723i   0.0818 + 0.7279i   0.1657 + 0.2841i
	  -0.0758 - 0.2996i  -0.2885 + 0.2409i   0.4767 - 0.4460i   0.4653 + 0.3471i

	  -0.2448 - 0.0318i   0.0922 + 0.2669i  -0.3212 + 0.1695i  -0.3145 + 0.7928i
	  -0.4560 + 0.0893i  -0.3434 + 0.2654i   0.3349 + 0.3139i  -0.4277 + 0.4496i

	   0.3150 - 0.1102i   0.2878 + 0.4237i   0.3955 - 0.2388i  -0.5735 + 0.2899i
	   0.5661 + 0.3037i   0.1847 - 0.1396i   0.2655 - 0.6399i  -0.1217 + 0.1973i

	   0.5276 + 0.1051i   0.5300 - 0.1679i  -0.2734 + 0.5377i  -0.1737 + 0.0872i
	   0.4564 - 0.3599i   0.2391 + 0.0076i  -0.0775 - 0.6447i  -0.2269 + 0.3632i

	   0.7080 - 0.3295i  -0.1353 + 0.1323i   0.3167 + 0.1070i  -0.3828 - 0.3101i
	   0.2533 + 0.6262i  -0.0324 - 0.2366i  -0.4256 + 0.3149i  -0.2816 + 0.3565i

	   0.0711 - 0.3031i  -0.0498 + 0.2239i  -0.5956 - 0.2668i   0.4576 + 0.4638i
	   0.1932 + 0.5035i   0.5886 - 0.5378i   0.1804 - 0.0556i   0.1057 + 0.1634i

	   0.3005 - 0.1491i  -0.2406 + 0.1400i  -0.4038 - 0.4311i   0.1837 - 0.6537i
	  -0.3292 - 0.2536i   0.1340 - 0.2556i   0.3066 + 0.2723i  -0.2328 - 0.7223i

	   0.2040 - 0.3095i   0.4465 + 0.1711i  -0.6444 - 0.1057i   0.1707 - 0.4224i
	  -0.1951 + 0.2425i   0.7777 + 0.4069i  -0.2005 - 0.0044i   0.0928 - 0.2897i

	  -0.3657 - 0.3022i   0.0070 + 0.8114i   0.1128 - 0.0401i   0.2729 + 0.1666i
	  -0.2364 + 0.2214i   0.4901 + 0.3660i   0.5196 - 0.0100i  -0.3517 + 0.3566i

	  -0.6434 + 0.3671i  -0.2949 - 0.4063i   0.1324 - 0.1324i  -0.3377 - 0.2240i
	  -0.2910 - 0.3572i   0.3328 + 0.2657i   0.3331 + 0.3308i  -0.4468 - 0.4317i


Table 3.1.5-5-1 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 8, Group number = 3, Received power offset = 3dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	 -0.0287 + 0.5171i  -0.2938 - 0.1434i   0.2452 - 0.3615i  -0.6170 - 0.2311i
	0.3736 - 0.5511i  -0.0107 - 0.2080i   0.4609 - 0.3894i   0.0675 - 0.3805i
	-0.5000 - 0.0000i   0.5000 - 0.0000i   0.5000 + 0.0000i  -0.5000 + 0.0000i

	  -0.3974 - 0.3305i  -0.2059 + 0.3224i   0.4218 + 0.2844i  -0.1877 + 0.5409i
	   0.3744 - 0.4263i   0.2687 + 0.1213i   0.1662 - 0.6662i   0.3196 + 0.1325i
	  -0.3483 + 0.4956i   0.6653 + 0.1076i  -0.0146 - 0.0413i  -0.3836 + 0.1726i

	  -0.0444 + 0.2862i  -0.6517 + 0.4983i  -0.1179 + 0.0140i   0.3906 - 0.2765i
	  -0.0142 + 0.4325i   0.3319 - 0.2355i  -0.4210 + 0.6578i   0.0980 + 0.1658i
	


Table 3.1.5-5-2 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 12, Group number = 3, Received power offset = 3dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	0.1760 - 0.4531i  -0.2837 - 0.0487i  -0.5757 + 0.2435i  -0.4960 - 0.2098i
	0.4733 - 0.6011i   0.0428 + 0.0304i  -0.0707 + 0.1243i   0.4493 + 0.4354i
	-0.5000 + 0.0000i  -0.5000 + 0.0000i   0.5000 - 0.0000i   0.5000 + 0.0000i

	   0.0131 + 0.6966i  -0.0096 + 0.0533i   0.1189 + 0.3012i  -0.0145 - 0.6376i
	   0.1821 + 0.3123i   0.6199 + 0.2429i   0.0529 - 0.4771i   0.1381 + 0.4201i
	   0.3248 - 0.3739i   0.0621 - 0.0678i  -0.5821 + 0.3519i   0.2987 - 0.4409i

	   0.0115 + 0.0961i   0.7389 - 0.2140i   0.0471 + 0.6214i   0.0668 - 0.0769i
	   0.3775 + 0.2532i  -0.5215 - 0.1800i  -0.3367 + 0.1037i   0.6040 - 0.0139i
	   0.2852 + 0.0470i  -0.0688 + 0.3992i  -0.1853 + 0.0583i   0.7401 - 0.4084i

	  -0.1457 - 0.5634i   0.3483 + 0.2284i   0.2358 - 0.5675i   0.0773 - 0.3228i
	  -0.0056 - 0.3525i   0.0356 - 0.8402i   0.2932 + 0.1060i   0.2438 - 0.1088i
	  -0.1450 + 0.1688i  -0.1684 - 0.4782i  -0.4379 - 0.2632i  -0.4683 + 0.4617i


Table 3.1.5-5-3 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 16, Group number = 3, Received power offset = 3dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	0.4148 + 0.3311i  -0.0217 - 0.5287i   0.3646 - 0.2228i   0.2638 + 0.4314i
	 0.2377 - 0.8430i   0.2889 - 0.0984i  -0.1272 + 0.0200i   0.1268 + 0.3273i
	 -0.5000 - 0.0000i   0.5000 + 0.0000i  -0.5000 + 0.0000i   0.5000 - 0.0000i

	   0.5876 - 0.3294i  -0.1914 + 0.0851i  -0.3122 + 0.4122i   0.4007 + 0.2729i
	  -0.0321 - 0.0970i  -0.0635 - 0.1551i   0.4650 - 0.6824i   0.0652 - 0.5246i
	  -0.7443 - 0.1195i   0.1120 - 0.3920i   0.0545 - 0.2664i  -0.1323 - 0.4172i

	   0.2359 + 0.4913i   0.0294 - 0.0661i  -0.4985 + 0.4163i   0.0973 - 0.5163i
	  -0.4015 - 0.4750i   0.1487 - 0.4672i   0.3013 - 0.4798i   0.2272 - 0.0109i
	  -0.4658 - 0.0089i  -0.0119 - 0.5839i   0.0204 + 0.0550i   0.6549 - 0.0975i

	  -0.3823 - 0.1460i  -0.2851 - 0.1693i  -0.0454 + 0.3856i  -0.6102 + 0.4466i
	   0.3797 - 0.1316i   0.7626 - 0.2398i  -0.0971 + 0.2342i  -0.2454 - 0.2736i
	   0.1807 + 0.1768i  -0.6459 - 0.1971i  -0.2790 - 0.0637i   0.1942 + 0.6004i

	   0.1446 + 0.2235i   0.7297 - 0.4349i  -0.0809 - 0.1608i   0.3738 + 0.1882i
	  -0.2720 + 0.2730i   0.6646 + 0.0813i  -0.0129 + 0.5290i   0.2607 - 0.2351i
	   0.0882 - 0.2567i  -0.1094 + 0.2673i  -0.5375 - 0.5013i   0.2129 + 0.5073i

	   0.3432 + 0.1352i   0.0693 + 0.4723i   0.4437 - 0.5164i  -0.1325 - 0.3937i
	
	


Table 3.1.5-6-1 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 8, Group number = 2, Received power offset = 4dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	0.2257 + 0.5211i   0.2696 - 0.3255i  -0.2752 - 0.5089i   0.2209 + 0.3397i
	-0.5000 + 0.0000i  -0.5000 + 0.0000i   0.5000 + 0.0000i   0.5000 - 0.0000i

	0.0748 - 0.0552i  -0.7077 - 0.1382i   0.2572 - 0.6156i  -0.1551 + 0.0471i
	0.0446 + 0.0166i  -0.8755 + 0.0009i   0.2394 + 0.2186i   0.1187 - 0.3347i

	-0.2328 + 0.0465i   0.0024-0.1999i  -0.2202 + 0.1961i  -0.8932 - 0.1373i
	  -0.2280-0.7184i   0.2479 + 0.0181i   0.4200 + 0.0306i   0.3542 + 0.2594i

	-0.3245 + 0.6473i  -0.1682 + 0.2411i  -0.0348 + 0.5357i   0.3106-0.0678i
	  -0.5300 - 0.3472i   0.5834 - 0.1448i   0.1650 - 0.2258i   0.3802 - 0.1204i


Table 3.1.5-6-2 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 12, Group number = 2, Received power offset = 4dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	-0.1714 - 0.3704i  -0.1113 - 0.4602i  -0.0034 + 0.5042i   0.5746 + 0.1578i
	 -0.5000 + 0.0000i   0.5000 + 0.0000i   0.5000 - 0.0000i  -0.5000- 0.0000i

	   0.7510 + 0.2746i   0.2740 - 0.3195i   0.1207 - 0.0617i   0.3160 - 0.2554i
	  -0.4120 + 0.1535i  -0.3278-0.5137i  -0.3035 + 0.3476i   0.4715+ 0.0099i

	  -0.0939 + 0.1633i  -0.3419 - 0.5622i  -0.0445 - 0.1002i  -0.5671- 0.4449i
	  -0.3845 - 0.2948i  -0.0755 - 0.3418i   0.4925 + 0.2484i   0.5564- 0.1697i

	   0.0004 - 0.2263i   0.2462- 0.3349i   0.0634 + 0.6560i  -0.5772 + 0.0919i
	  -0.1783 + 0.7429i   0.1990 +0.3154i  -0.2646+0.3739i  -0.1612+ 0.2036i

	   0.1557 + 0.5410i   0.2306-0.5057i   0.3884 + 0.2552i  -0.3977 + 0.0061i
	   0.2054 - 0.0191i  -0.2320 + 0.4063i  -0.0619+0.8305i  -0.0160+ 0.2116i

	  -0.2528-0.3667i   0.4938 + 0.1734i   0.5075 - 0.4140i  -0.2406 + 0.2021i
	   0.1925 + 0.6244i  -0.2196 + 0.3524i   0.3869+0.1463i   0.4494+ 0.1663i


Table 3.1.5-6-3 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 16, Group number = 2, Received power offset = 4dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	-0.7111 + 0.1678i  -0.4744 - 0.3990i  -0.0681 - 0.0096i   0.2295-0.1566i
	 -0.5000 + 0.0000i   0.5000 + 0.0000i  -0.5000+0.0000i   0.5000+ 0.0000i

	  -0.2730 - 0.3839i  -0.2635 + 0.1781i   0.3038 -0.0972i  -0.7120+ 0.2614i
	   0.1775 - 0.3950i   0.2956 - 0.5501i   0.6302 + 0.0961i  -0.0166 - 0.1258i

	   0.5345 - 0.1113i   0.5895 - 0.2662i  -0.3567 - 0.1444i  -0.2844-0.2334i
	   0.2108 + 0.4718i  -0.2767 - 0.0497i   0.7416 +0.3029i   0.0000+ 0.1110i

	   0.4542 - 0.4357i  -0.2304 - 0.3411i  -0.5339 + 0.3734i   0.0128+0.0987i
	   0.3677 + 0.4335i   0.0469 + 0.3400i   0.0714-0.1159i  -0.5649 + 0.4706i

	   0.1649 - 0.1539i  -0.2779 + 0.5518i   0.0151 +0.1705i  -0.1618- 0.7155i
	  -0.0855 + 0.5405i   0.3190 - 0.0585i   0.2612+0.1398i  -0.5059+ 0.5017i

	  -0.0096 - 0.2009i  -0.4641 + 0.2243i  -0.4005-0.6475i   0.3359+ 0.0381i
	  -0.0991 + 0.1776i   0.1391 + 0.2028i   0.2673+0.4930i   0.1110+ 0.7559i

	   0.5967 + 0.0207i  -0.7164 + 0.0672i   0.1332-0.1432i  -0.1517+ 0.2539i
	   0.0596 + 0.2734i   0.0777 + 0.0801i  -0.0688+0.6864i   0.6323+ 0.1829i

	  -0.1756 - 0.4290i   0.2388 - 0.0863i   0.4112 - 0.5355i   0.0865 - 0.5073i
	   0.3684-0.3666i  -0.3773 + 0.2869i  -0.4445+0.3935i  -0.2046 + 0.3330i


Table 3.1.5-7-1 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 8, Group number = 3, Received power offset = 2dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	-0.4673+0.6655i   0.0106-0.2485i  -0.2299-0.0762i   0.2772 - 0.3762i
	-0.2166 - 0.4917i   0.0684 - 0.2881i  -0.1136 - 0.4155i  -0.1396 - 0.6470i
	-0.5000 - 0.0000i   0.5000 - 0.0000i   0.5000 - 0.0000i  -0.5000 - 0.0000i

	 0.3258-0.1054i   0.5010-0.5612i   0.0925+0.5524i   0.0221+0.0509i
	   0.2468 + 0.0315i  -0.4760 + 0.5672i   0.0005 + 0.1871i   0.5837 + 0.1186i
	   0.2030 - 0.0868i  -0.2666 + 0.0362i  -0.1156 - 0.5280i   0.6992 - 0.3127i

	 0.1801+0.2947i   0.2894+0.2958i   0.4345-0.6293i  -0.2942+0.1951i
	  -0.3315 - 0.4271i  -0.0745 + 0.3778i  -0.3640 + 0.2049i  -0.2324 + 0.5753i
	


Table 3.1.5-7-2 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 12, Group number = 3, Received power offset = 2dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	 0.2158 + 0.0943i  -0.4298 - 0.5960i  -0.2173 + 0.1849i  -0.5671 - 0.0404i
	 -0.0741 + 0.1956i   0.2986 + 0.6903i  -0.5093 - 0.1883i  -0.2142 + 0.2232i
	-0.5000 + 0.0000i   0.5000 + 0.0000i   0.5000 + 0.0000i  -0.5000 - 0.0000i

	  -0.8877 - 0.1477i  -0.0813 + 0.1156i  -0.0058 - 0.1490i  -0.3414 + 0.1769i
	   0.6832 - 0.3095i  -0.2314 + 0.1718i  -0.4251 - 0.1591i  -0.3430 + 0.1750i
	   0.2473 - 0.3517i  -0.3480 + 0.0151i   0.6843 + 0.0194i   0.4646 - 0.0961i

	  -0.1227 - 0.1629i   0.0223 - 0.6154i  -0.0907 - 0.1923i  -0.3302 + 0.6519i
	   0.5276 + 0.3970i  -0.0309 + 0.1919i   0.1886 - 0.6522i  -0.1354 + 0.2168i
	   0.4952 - 0.2471i   0.4805 + 0.2313i  -0.0608 - 0.3015i   0.5235 + 0.2018i

	   0.2396 + 0.1363i   0.1689 + 0.0271i   0.2088 + 0.8722i  -0.2888 + 0.0832i
	  -0.1185 + 0.0606i  -0.7370 - 0.1616i  -0.3046 + 0.0841i   0.0340 - 0.5586i
	  -0.1681 - 0.4224i   0.1352 - 0.0033i  -0.4534 - 0.0240i  -0.1890 + 0.7301i


Table 3.1.5-7-3 Example of target average received powers and GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 16, Group number = 3, Received power offset = 2dB)
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB
	Sequences for target average received power  in dB

	-0.0107 - 0.1259i   0.0207 + 0.1704i   0.7972 + 0.3467i  -0.4262 - 0.1310i
	-0.0177 + 0.7145i  -0.2907 + 0.1648i  -0.3268 + 0.0330i  -0.0017 - 0.5193i
	-0.5000 - 0.0000i  -0.5000 + 0.0000i  -0.5000 + 0.0000i  -0.5000 + 0.0000i

	   0.2625 + 0.3032i  -0.5057 + 0.2813i  -0.0369 - 0.4832i   0.0269 + 0.5185i
	  -0.0674 + 0.0637i  -0.7019 + 0.0504i   0.2722 + 0.2071i   0.5424 - 0.2916i
	   0.1735 + 0.0032i   0.7505 + 0.0311i   0.3138 - 0.2625i  -0.2967 - 0.3877i

	  -0.4254 + 0.2075i   0.6481 - 0.1628i  -0.1137 + 0.3373i   0.3963 + 0.2136i
	   0.3082 - 0.6476i  -0.6054 - 0.1854i   0.0892 + 0.1690i   0.2149 + 0.0456i
	   0.3735 + 0.7299i   0.4336 + 0.1071i  -0.0850 + 0.0201i   0.1672 - 0.3045i

	  -0.5285 + 0.3204i  -0.2046 - 0.4248i   0.4352 + 0.1559i   0.4090 + 0.1215i
	  -0.4236 + 0.2885i   0.6069 + 0.1328i  -0.0491 + 0.1449i  -0.5143 - 0.2520i
	  -0.5771 + 0.2218i  -0.1681 + 0.0901i  -0.2131 + 0.3578i  -0.3883 + 0.5071i

	  -0.0187 - 0.5003i  -0.0099 + 0.2761i   0.7341 + 0.1151i   0.2402 + 0.2515i
	  -0.1605 - 0.0369i  -0.0139 - 0.0137i   0.4786 + 0.4788i  -0.3044 - 0.6493i
	   0.2905 + 0.5197i   0.0381 + 0.0825i  -0.0669 + 0.3121i  -0.6431 + 0.3491i

	   0.2674 - 0.4170i   0.2292 - 0.5687i  -0.0603 - 0.3899i   0.0445 - 0.4701i
	
	



3) Selection/configuration of MA signature
UE can be configured or pre-configured with 1 or multiple target average received powers and 1 or multiple sequences from the corresponding sequences group(s) by dynamic signaling or higher-layer signaling. In addition, UE can determine the target average received power as described in Section 3.1.5-1) based on the estimated RSRP and randomly select the sequence from the sequence group for the target power in Section 3.1.5-2).
For example, consider the target powers and sequences in Table 3.1.5-4-1,
· in grant-based or Rel-15 configured grant transmission, 
· if the number of users is 8, which is smaller than the number of MA signatures 16, 4 users can be (pre-)configured with target power   and the 4 sequences in the first four rows of first column, and the left 4 users can be (pre-)configured with target power  and the 4 sequences in the first four rows of second column.
· if the number of users is 16, 8 users can be (pre-)configured with target power  and the 8 sequences in the first column, while the left 8 users can be (pre-)configured with target power  and the 8 sequences in the second column.
· if the number of users is 24, mapping relation between power and sequences defined in Table 3 can be used. Then, 12 users are (pre-)configured with target power  and the 8 sequences in the first column and 4 sequences in the first four sequences of the second column, while the left 12 users are (pre-)configured with target power  and 8 sequences in the second column and 4 sequences in the first four rows of first column. 
· in grant-free transmission, for any number of users, the UE can firstly determine its target sequences based on the estimated RSRP as described in Section 3.1.5-1) and then select one sequence randomly from all the 16 sequences in Table 3.1.5-4-1, i.e., mapping relation in Table 3.1.5-3 is used.

4)  Extended DMRS
In UGMA, DMRS in Rel-15 NR and extended DMRS with more ports are both supported. To keep the backward compatibility, the extended DMRS can be obtained based on the DMRS in NR Rel-15. The basic idea of the proposed method is to sparse the NR DMRS type1 & type 2 under the condition of orthogonal sequence and same overhead with NR [13]. For example, the extended DMRS can be generated as follows.
· Sequence generation for DMRS
The method for sequence generation is identical with NR  in TS38.211 [12].
· If transform precoding is not enabled, the sequence r(n) shall be generated according to 


where the random pseudo-random sequence c(i) is defined in [5.2.1, TS38.211].
· If transform precoding is enabled, the reference-signal sequence r(n) shall be generated according to



where  is given by [5.2.2, TS38.211].
· Precoding and mapping to physical resources

The sequence r(n) shall be mapped to the intermediate quantity  according to
· If transform precoding is not enabled,


· If transform precoding is enabled,





where , , and  are given by Table 6.4.1.1.3-1, 6.4.1.1.3-2 in [TS38.211], Table 3.1.5-8, Table 3.1.5-9 and Table 3.1.5-10. 

	  The position(s) of the DMRS symbols is given by  and follow the definition in TS38.211. 
· Configuration/Selection of DMRS
In UGMA, the mean transmit power over the allocated bandwidth per OFDM symbol carrying data and DMRS can be the same.
UE can be configured or pre-configured or randomly selected with DMRS type and 1 or multiple DMRS ports by dynamic signaling or higher-layer signaling.
For example, DMRS type can be decided based on the number of (potential) users, which supports more DMRS ports than the number of (potential) users. 

Table 3.1.5-8 Parameters for PUSCH DM-RS configuration type 1 + sparser pattern 1
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	[image: ]
	[image: ]

	
	
	
	[image: ]
	[image: ]
	[image: ]
	[image: ]

	0
	0
	0
	+1
	+1
	+1
	+1

	1
	0
	0
	+1
	-1
	+1
	+1

	2
	1
	1
	+1
	+1
	+1
	+1

	3
	1
	1
	+1
	-1
	+1
	+1

	4
	2
	2
	+1
	+1
	+1
	+1

	5
	2
	2
	+1
	-1
	+1
	+1

	6
	3
	3
	+1
	+1
	+1
	+1

	7
	3
	3
	+1
	-1
	+1
	+1

	8
	0
	0
	+1
	+1
	+1
	-1

	9
	0
	0
	+1
	-1
	+1
	-1

	10
	1
	1
	+1
	+1
	+1
	-1

	11
	1
	1
	+1
	-1
	+1
	-1

	12
	2
	2
	+1
	+1
	+1
	-1

	13
	2
	2
	+1
	-1
	+1
	-1

	14
	3
	3
	+1
	+1
	+1
	-1

	15
	3
	3
	+1
	-1
	+1
	-1


Table 3.1.5-9 Parameters for PUSCH DM-RS configuration type 1 + sparser pattern 2
	

	CDM group
	

	[image: ]
	[image: ]

	
	
	
	[image: ]
	[image: ]
	[image: ]
	[image: ]

	0
	0
	0
	+1
	+1
	+1
	+1

	1
	0
	0
	+1
	-1
	+1
	+1

	2
	1
	1
	+1
	+1
	+1
	+1

	3
	1
	1
	+1
	-1
	+1
	+1

	4
	2
	2
	+1
	+1
	+1
	+1

	5
	2
	2
	+1
	-1
	+1
	+1

	6
	3
	3
	+1
	+1
	+1
	+1

	7
	3
	3
	+1
	-1
	+1
	+1

	8
	4
	4
	+1
	+1
	+1
	+1

	9
	4
	4
	+1
	-1
	+1
	+1

	10
	5
	5
	+1
	+1
	+1
	+1

	11
	5
	5
	+1
	-1
	+1
	+1

	12
	0
	0
	+1
	+1
	+1
	-1

	13
	0
	0
	+1
	-1
	+1
	-1

	14
	1
	1
	+1
	+1
	+1
	-1

	15
	1
	1
	+1
	-1
	+1
	-1

	17
	2
	2
	+1
	+1
	+1
	-1

	18
	2
	2
	+1
	-1
	+1
	-1

	19
	3
	3
	+1
	+1
	+1
	-1

	20
	3
	3
	+1
	-1
	+1
	-1

	21
	4
	4
	+1
	+1
	+1
	-1

	22
	4
	4
	+1
	-1
	+1
	-1

	23
	5
	5
	+1
	+1
	+1
	-1



Table 3.1.5-10 Parameters for PUSCH DM-RS configuration type 2 + sparser
	

	CDM group
	

	[image: ]
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	0
	0
	0
	+1
	+1
	+1
	+1

	1
	0
	0
	+1
	-1
	+1
	+1

	2
	1
	2
	+1
	+1
	+1
	+1

	3
	1
	2
	+1
	-1
	+1
	+1

	4
	2
	4
	+1
	+1
	+1
	+1

	5
	2
	4
	+1
	-1
	+1
	+1

	6
	3
	6
	+1
	+1
	+1
	+1

	7
	3
	6
	+1
	-1
	+1
	+1

	8
	4
	8
	+1
	+1
	+1
	+1

	9
	4
	8
	+1
	-1
	+1
	+1

	10
	5
	10
	+1
	+1
	+1
	+1

	11
	5
	10
	+1
	-1
	+1
	+1

	12
	0
	0
	+1
	+1
	+1
	-1

	13
	0
	0
	+1
	-1
	+1
	-1

	14
	1
	2
	+1
	+1
	+1
	-1

	15
	1
	2
	+1
	-1
	+1
	-1

	16
	2
	4
	+1
	+1
	+1
	-1

	17
	2
	4
	+1
	-1
	+1
	-1

	18
	3
	6
	+1
	+1
	+1
	-1

	19
	3
	6
	+1
	-1
	+1
	-1

	20
	4
	8
	+1
	+1
	+1
	-1

	21
	4
	8
	+1
	-1
	+1
	-1

	22
	5
	10
	+1
	+1
	+1
	-1

	23
	5
	10
	+1
	-1
	+1
	-1


Illustrations of DMRS supporting different number of ports with overhead 1/7 are provided in Figure 3.1.5-1 for CP-OFDM. 
[image: ]
(a)﷒NR DMRS type 1 with 4 ports               (b) NR DMRS type 1 with 8 ports 
[image: ]
(c) NR DMRS type 2 with 6 ports               (d) NR DMRS type 2 with 12 ports 
[image: ]         [image: ][image: ]
(e) DMRS with 16 ports extended from NR type 1   (f) DMRS with 24 ports extended from NR type 2
Figure 3.1.5-1 Illustration of DMRS supporting 4, 6, 8, 12, 16 and 24 orthogonal DMRS ports for CP-OFDM
[image: ]
(a)﷒NR DMRS type 1 with 4 ports               (b) NR DMRS type 1 with 8 ports 
[image: ] [image: ][image: ]
(e) DMRS with 16 ports extended from NR type 1   (f) DMRS with 24 ports extended from NR type 1
Figure 3.1.5-2 Illustration of DMRS supporting 4, 8, 16 and 24 orthogonal DMRS ports for DFT-s-OFDM

5) UGMA with DFT-s-OFDM
Three options can be considered for UGMA with DFT-s-OFDM.
· Option 1: Spreading in frequence domain before DFT
· Option 2: Spreading in time domain before DFT
· Option 3: Spreading after DFT
[image: ]
(a) Option 1 for UGMA with DFT-s-OFDM
[image: ]
(b) Option 2 for UGMA with DFT-s-OFDM
[image: ]
(c) Option 3 for UGMA with DFT-s-OFDM
Figure 3.1.5-3 Examples of transmitter structure for UGMA with DFT-s-OFDM

6) Combination of UGMA with multi-branch structure
UGMA can be combined with multi-branch structure defined in Section 2.4, where layer-specific design can be added before UGMA. Three examples of transmitter structure for UGMA with multi-branch structure is provided in Figure 3.1.5-4. In Figure 3.1.5-4(a), layer-specific spreading and power are considered. In Figure 3.1.5-4(b), in additional to layer-specific powers, layer-specific coding rates can be considered, where the demodulation of multiple layers can be carried out jointly at the receiver to eliminate or reduce inter-layer interference in one user.
[image: ]
(a) UGMA with multi-branch structure at symbol-level after FEC
[image: ]
(b) UGMA with multi-branch structure before FEC
Figure 3.1.5-4 Example of transmitter structure for UGMA with multi-branch structure

RAMA (Rate adaptative multiple access) for multi-branch structure
Multi-branch structures are described in Section 2.2.4. The details for realizing adaptative coding rate for multi-branch structure in Figure 11(a) of Section 2.4 (i.e., option 1 in Section 3.3.2.1)and Figure 11(d) of Section 2.4(d) (i.e., option 2 in Section 3.3.2.1) are provided below.
3.3.2.1 Adaptative coding rate for multi-branch structure 
1) Required parameters for multi-brach structure
The related parameters for multi-branch structure in Figure 11(a) and (d) of Section 2.4 are configured or pre-configured by higher-layer signalling or dynamic signalling, as follows
· Option 1: Figure 11(a) in Section 2.4
	Parameter
	Notation of parameters

	Number of branches
	L

	Coding rate of l-th branch
	 

	NR legacy Modulation of l-th branch; superscript “(1)” represents Option 1
	 

	Power coefficient of l-th branch
	 , satisfying 

	Rotation angle of l-th branch
	 

	TBS of l-th branch
	 

	Total TBS of a user
	 


· Option 2: Figure 11(d) in Section 2.4
	Parameter
	Notation of parameter

	Number of branches
	L

	Coding rate of l-th branch
	 

	NR legacy modulation; superscript “(2)” represents Option 2
	 

	Multiplexing function, which maps L streams of coded bits into one stream of coded bits
	 

	TBS of l-th branch
	 

	Total TBS of a user
	 



2) Source bit partition
For each user, the source data bits  are partitioned into L streams of data bits, i.e., , where .
3) Channel coding and bit level processing
For the l-th branch, CRC can be attached to  to generate . Then  is encoded to generate coded bits . Bit-level processing, such as branch-specific bit-level interleaving and/or scrambling defined in Section 2.1 are not precluded.
4) Bit-to-symbol mapping
· Option 1: Branch-wise modulation followed by superposition of multiple branches as show in Figure 11(a) of  Section 2.4.
For the l-th branch,  is mapped to the modulated symbols according to NR legacy modulation . The symbol-level processing, such as symbol-level spreading, is not precluded. The generated symbols in the l-th branch are defined as . The output of symbols after superposition is defined as 

Symbol-level processing based on  after modulation, as mentioned in Section 2.2.1 and 2.2.2 is not precluded.
· Option 2: Multi-branch transmission before FEC and combined before modulation as show in Figure 11(d) of Section 2.4. 
 maps the coded bits   of L branches into a single stream of coded bits . Then  is modulated according to . Symbol-level processing based on  after modulation, as mentioned in Section 2.2.1 and 2.2.2 is not precluded.  

3.3.2.2 Parameter selection and typical implementation examples
Assume that l1-th branch shall have better protection than l2-th branch if l1< l2. Some exemplary criteria of Options 1 and 2 are respectively listed as follows:
· Option 1
At least following cases can be considered for the (pre-)configuration or selection of  , , and ,
· Case 1: ,,.
· Case 2: ,,.
· Case 3: ,,.
· Case 4: ,,.
· Case 5: ,,.
· Case 6: ,,.
· Case 7: ,,.
Besides,  is a fixed value, which is calculated to optimize the capacity constrained by the composite constellation according to .  Some examples for the parameters in Option 1 are provided in Table 3.3.2-1.
Table 3.3.2-1 Examples of parameters in Option 1
	Index
	L
	
	
	
	
	
	
	

	0
	2
	1
	 
	 
	 
	 
	0
	 

	1
	2
	0.83
	 
	 
	 
	 
	0
	 

	2
	2
	1
	BPSK
	BPSK
	0.707
	0.707
	0
	 

	3
	2
	1
	QPSK
	BPSK
	0.9
	0.45
	0
	 

	4
	2
	1
	QPSK
	QPSK
	0.9
	0.45
	0
	0

	5
	2
	1
	QPSK
	QPSK
	0.707
	0.707
	0
	 



· Option 2
Some examples of parameters in Option 2 are provided in Table 3.3.2-2, where   denotes the j-th bit of i-th branch.
Table 3.3.2-2 Examples of coding rate ratio, modulation and MUX in Figure 11(d) of Section 2.4 (i.e., Option 2)
	Index
	L
	
	
	Outputs of MUX

	0
	2
	0.7
	QPSK
	

	1
	2
	
	QPSK
	

	2
	2
	0.8
	16QAM
	

	3
	2
	1
	16QAM
	


[bookmark: _GoBack]Given total TBS and PRB size, according to the (relationships among) parameters in Table 3.3.2-1 and 3.3.2-2, all parameters listed in Section 3.3.2.1 -1) can be derived.
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Port #0

Port #1

Port #2

Port #3

Port #4

Port #5

Port #6

Port #7

Port #8

Port #9

Port #10

Port #11

Configuration Type 1:

One OFDM symbol: Comb 2 + 2 CS (Up to 4 ports)

   Front-loaded DMRS (4
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