Page 1
[bookmark: _Hlk506555926]3GPP TSG RAN WG1 Meeting #94 bis		                                                                        R1- 1811244
Chengdu, China, October 8th – 12th, 2018 

[bookmark: Source]Agenda item:	7.2.1.2
Source: 	Qualcomm Incorporated
Title: 	Receivers for NOMA

[bookmark: DocumentFor]Document for:	Discussion/Decision
Introduction
In RAN1 #92b, the following agreements have been made [1]:
· Adopt Figure 1 as the general block diagram of multi-user receiver for UL data transmissions. Besides, 
· The algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA. 
· The interference cancellation can be hard, soft, or hybrid, and can be implemented in serial, parallel, or hybrid.
· The interference cancellation block may or may not be used. 
· The input to interference cancellation may come directly from the detector for some cases
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[bookmark: _Ref513826715]Figure 1. A high-level block diagram of multi-user receiver
In RAN1-94, it was agreed to capture complexity using the following template [3]
Agreements:
1. The following table for computation complexity analysis of the receiver as the starting point, entries can be updated till RAN1#94bis. 
Table I	Template of Receiver Computation Complexity breakup 
	[bookmark: _Hlk525927388]Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	Receiver type 1
	Receiver type 2
	…

	Detector

	UE detection 
	
	
	

	
	Channel estimation
	
	
	

	
	Rx combining, if any
	
	
	

	
	Covariance matrix calculation, if any
	
	
	

	
	Demodulation weight computation, if any
	
	
	

	
	UE ordering, if any
	
	
	

	
	Demodulation, if any
	
	
	

	
	Soft information generation, if any
	
	
	

	
	Soft symbol reconstruction, if any
	
	
	

	
	Message passing, if any
	
	
	

	
	Others
	
	
	

	Decoder
	LDPC decoding
	
	
	

	Interference cancellation
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	

	
	LLR to probability conversion, if any
	
	
	

	
	Interference cancellation
	
	
	

	
	LDPC encoding, if any
	
	
	

	
	Others
	
	
	


1. The impact factor is to be estimated based on the analysis of computation, memory size, hardware and software implementation, etc. 
0. If/How and which entries are to be combined/compared in order to get the total complexity estimate is FFS. 
1. Companies may provide the impact factor
1. The impact factor is for each cell 
1. The rows in the above table are subject to potential refinement, e.g., adding new row(s), merge some rows, etc.
In this contribution, we provide a general framework for NOMA UL receiver, with a focus on linear multi-user detector schemes. In particular, we discuss the complexity of ESE and LMMSE receivers.

Linear Receivers for Linear-Spreading-based NOMA schemes
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[bookmark: _Ref506561578][bookmark: _Ref506561574]Figure 2. General Diagram for Linear NOMA Receiver for Linear Spreading NOMA Schemes

As shown in Figure 1, even though the details of the NOMA receivers for different NOMA transmission schemes can vary, the NOMA receiver schemes share the same high-level structure. Figure 2 shows a detailed description of the general NOMA receiver diagram.
The NOMA receiver consists of three parts. The first part is multi-user detector where the superposed received signal is jointly processed across the UEs to derive the LLR for each UE. The example of multi-user detectors includes LMMSE/ESE/MF/MPA depending on NOMA transmission schemes. The second part of channel decoder which receives LLR from multi-user detector and decode the transmitted codeword. The output from the channel decoder can be decoded codeword in the case of successful decoding. It can be also intermediate LLR for each bit refined through the message passing decoding. Third part is the iteration between multi-user detectors and LDPC decoders. They can exchange both soft-LLR information and hard decision information. When they exchange soft-LLR, soft interference cancellation at multi-user detector is feasible. We will call this as turbo iteration or soft interference cancellation. When they only exchange hard-decision, we will call this as hard interference cancellation. In turbo iteration, multi-user detector and channel decoder exchanges LLR information. Interference cancellation can be performed both parallelly and successively.
Linear Receivers for Linear-Spreading-based NOMA schemes
Since outer iteration and LDPC decoder are straightforward and not in the scope of this contribution, we will focus on multi-user detector in the rest of the section. Especially, we will focus on ESE (elementary signal estimator) and LMMSE (linear minimum square error estimator). 
Without loss of generality, we can focus on single symbol processing. Suppose that there are  many users and  many resources (spreading factor). The received signal at resource  can be written as

where  is the channel coefficient corresponding to resource  from user ,  is the transmitted signal by user  on resource , and . 
For linear spreading codes, each user is assigned a spreading code sequence. Let   be the ’th coefficient of the spreading code for user . Suppose that all users share the same modulation alphabet M. Then,  for  where  M is the transmitted symbol by user . Now, we can write the received vector 

[bookmark: _GoBack]where , , and  is the  matrix with entries . Let  denote the ’th column of matrix .
Multi-user detectors estimate the LLR for  based on .

MF/ESE Multi-User Detector
[image: ]
Figure 3. Diagram for ESE Multi-User Detector

MF (matched filter) based multi-user detector is well known, and ESE can be thought as a generalization of MF which can accommodate soft-interference cancellation. Therefore, in this section, we will focus on ESE multi-user detector and leave MF as a degenerated case.
ESE multi-user detector first compress the received signals to scalar values for each UE by MF. The output of the matched filter can be written as

To benefit from soft information computed at channel decoder, we can apply elementary signal estimator to  which approximates signal and interference as Gaussian random variables. More explicitly, for user 

where  is residual interference plus noise. Then,  is approximated as a Gaussian random variable which can be described by mean and variance. We can see that the mean and variance of  is given as follows:


and  and  are the a priori mean and variance for the symbol transmitted from user , which can be computed using a priori bit LLRs.
Now both  and  are approximated as Gaussian random variables. LMMSE estimation can be used to estimate  from . From the estimation, LLR for each bit can be derived from conventional marginalization.
Here, we can notice that ESE multi-user detector without MF can be also used without symbol spreading. For random symbol interleaver cases, ESE multi-user detector can be applicable with an assumption of . ESE multi-user detector is also applicable for bit level interleaving cases.

It can be also shown that the computation complexity of ESE multi-user detector scales as  for  UEs and spreading factor of .

	MU Detector
	Computation Complexity

	ESE
	



LMMSE Multi-User Detector
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[bookmark: _Ref506565322]Figure 4. Diagram for LMMSE Multi-User Detector

Figure 4 illustrates the outer loop of LMMSE multi-user detector. An LMMSE estimator is used to estimate the mean and variance of the transmitted symbols for each UE starting from the received signal. In each iterator, the mean and variance are estimated and used to generate LLRs that are then passed to the LDPC decoder. The output of the LPDC decoder is used to generate new mean and variance values for the transmitted symbols that are then passed back to the LMMSE estimator. 
Let  contain the a priori mean  for each UE’s transmitted symbol before spreading. Also, let  be the diagonal matrix containing the a priori variance of each UE’s transmitted symbol before spreading, , on the diagonal and zeros elsewhere. Both the prior mean and the prior variance are derived from the decoder output. The output of the LMMSE estimator is the mean and variance vectors, and can be computed as
, and
).

This LMMSE estimation is applied to each of the pre-spreading symbols.
Based on the LMMSE output, the receiver generates extrinsic bit LLR values for channel decoder by marginalization. Channel decoding will be performed for each UE, completing an outer iteration.
In the following, the complexity of the LMMSE estimation and associated operations is analyzed.
Complexity of The LMMSE Receiver
The LMSSE estimation equations can be mapped to different functional components. Starting with the mean value calculations per pre-spreading symbol:
.

The covariance matrix is calculated by , where:
·  is the  identity matrix and  is a scalar corresponding to the noise variance.
·  is 
·  is a  diagonal matrix with real entries.
Therefore, the covariance matrix requires  complex operations. The dimension of the covariance matrix is  and inverting it requires  complex operations.
To calculate :
· The product  is already calculated and does not require any further operations.
· Multiplying by the inverse of the covariance matrix requires  complex operations.

The demodulation and involves multiplying  by :
· Performing the  product requires  complex operations
· The subtraction it from  is the cancellation step and requires  complex subtractions.
· Performing the final product requires  complex operations.
Finally, calculating  requires  complex additions.
Next, the variance value calculation: :
· The product  was already calculated as part of the mean-value calculations.
· Multiplying by  requires  complex operations.
· Multiplication by the diagonal  requires  operations.
· Finally, the subtraction of the diagonal from  requires  operations.


Receiver Complexity and LLS Simulation Results
Together with BLER and PAPR performances, transmitter and receiver complexity should be also considered given that some of the receiver proposals are based on complicated non-linear message passing algorithms.
Complexity of decoding (per outer iteration) one symbol transmitted from all users is given in Table 1, where K is the number of resources, J is the number of users, M is the modulation alphabet size, N is the number of internal iterations on the factor graph for MPA algorithm, and  is the number of users transmitting on the same resource. 

	NOMA Receiver
	Computational Complexity (per Outer Iteration)

	LMMSE
	

	ESE
	

	MPA
	



Table 1: Computational Complexity comparison for different NOMA receivers

As seen from this table, the computational complexity of MPA algorithm scales exponentially in  . Therefore, when large number of UEs are colliding on the same resources, the MPA computational complexity can be much larger than those of LMMSE and ESE which scales polynomially on the number of UEs and spreading factor.

The entire receiver complexity can be quantified based on the multi-user detection/demodulation (MUD) and interference cancellation (IC) algorithms. The entire complexity of receiver (excluding DMRS processing) can be represented by:
(MUD & LDPC decoding complexity per outer iteration) × (# of outer iteration for IC)
Therefore, quantification of the receiver complexity can be split into two steps:
· Firstly, quantify multi-user detector/demodulator (MUD) complexity;
· Secondly, account for LDPC decoding complexity and the number of outer iterations between MUD and LDPC decoders.

Since LDPC decoding complexity is already extensively studied in NR Rel-15 [6], receiver complexity analysis for NOMA schemes can focus on the multi-user detector/demodulator complexity analysis.
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[bookmark: _Ref506556544]Figure 5: BLER performance of NOMA schemes with Grant-based and Synchronized Transmission.
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[bookmark: _Ref506556546]Figure 6: Computational Complexity of Multi-User Detectors

Figure 5 shows link level BLER performances for different NOMA schemes with grant-based and synchronized transmission. As we can observe in the figure, there is no significant difference in BLER performance across the several of the different NOMA proposals, though in this particular case we can see some benefit from RSMA. Figure 6 shows the computational complexity for different types of multi-user detectors for different spreading factors when the overloading factor is fixed as 150%. We can notice that the message passing based non-linear algorithms suffers from large computational complexity scaling as the spreading factor and the number of UEs grows. 
Observation 1: Linear multi-user detectors (LMMSE/ESE/MF) have much lower complexity compared to non-linear multi-user detectors (MPA/MAP).

Summary
In this contribution, we discussed receivers for NOMA and made following observations.
Observation 1: Linear multi-user detectors (LMMSE/ESE/MF) have much lower complexity compared to non-linear multi-user detectors (MPA/MAP).

References
[1]. Chairman’s Notes, 3GPP TSG RAN1 #92b, Sanya, China.
[2]. Chairman Notes, 3GPP TSG RAN1 #93, Busan, Korea.
[3]. [bookmark: _Ref525923409]Chairman Notes, 3GPP TSG RAN1 #94, Gothenburg, Sweden.
[4]. RP-181403, “Study on Non-orthogonal Multiple Access for NR,” La Jolla, USA.
[5]. R1-1803412, “Link Level Simulation Assumptions and Evaluation Metrics for NR NOMA,” ZTE.
[6]. Email discussions on Tx/Rx Clarifications for NOMA, Coordinated by ZTE.
[7]. [bookmark: _Ref510812616]R1-164704, “Channel coding evaluation assumptions - performance and complexity”, Qualcomm Inc.


8/9
image1.png
Received signal
e Detector Decoder

Interference
cancellation (IC)




image2.png
Multi User Ly, —p|  Channel ey decoded bits
Detector decoder
> Channel ey decoded bits
decoder
Received Iterations with Information Exchange
signal (Turbo: Soft LLR)
(SIC: Hard-Decision)
- — Channel e decoded bits
decoder
S — Channel e decoded bits
decoder
—p
—p
(for MPA, iteration) (LDPC iteration)
<

(outer iteration)




image3.png
LLR to
Mean and Variance

ESE

Mean and Variance
to LLR





image4.png
LLR to
Mean and Variance

LMMSE

Mean and Variance to
LLR





image5.emf
-5 0 5 10 15

10

-2

10

-1

10

0

Sum Symbol SNR (dB)

BLER

TDL-C 300ns, 36 RB allocation

 

 

WSMA, MMSE Turbo

MUSA, MMSE Turbo

SCMA, MPA Turbo

RSMA, 4xLayer, ESE Turbo


image6.emf
2 4 6 8 10 12 14 16 18 20

10

2

10

4

10

6

10

8

10

10

10

12

10

14

10

16

Computational Complexity, Overloading Factor=1.5, #RX ant=4

Spreading Factor

Computational Complexity

 

 

LMMSE

ESE

MPA


