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1	Introduction
In this contribution, we analyze the complexity of the MMSE-based hard IC receiver. In RAN1#94 [1], the template for receiver complexity was agreed.
Agreements:
· The following table for computation complexity analysis of the receiver as the starting point, entries can be updated till RAN1#94bis. 
Table I	Template of Receiver Computation Complexity breakup 
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	Receiver type 1
	Receiver type 2
	…

	Detector

	UE detection 
	
	
	

	
	Channel estimation
	
	
	

	
	Rx combining, if any
	
	
	

	
	Covariance matrix calculation, if any
	
	
	

	
	Demodulation weight computation, if any
	
	
	

	
	UE ordering, if any
	
	
	

	
	Demodulation, if any
	
	
	

	
	Soft information generation, if any
	
	
	

	
	Soft symbol reconstruction, if any
	
	
	

	
	Message passing, if any
	
	
	

	
	Others
	
	
	

	Decoder
	LDPC decoding
	
	
	

	Interference cancellation
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	

	
	LLR to probability conversion, if any
	
	
	

	
	Interference cancellation
	
	
	

	
	LDPC encoding, if any
	
	
	

	
	Others
	
	
	


· The impact factor is to be estimated based on the analysis of computation, memory size, hardware and software implementation, etc. 
· If/How and which entries are to be combined/compared in order to get the total complexity estimate is FFS. 
· Companies may provide the impact factor
· The impact factor is for each cell 
· The rows in the above table are subject to potential re-finement, e.g., adding new row(s), merge some rows, etc.
· Note: the numbers may or may not be a function of UL waveform
· FFS whether or not to add row(s) for memory blocks

[bookmark: OLE_LINK15][bookmark: OLE_LINK16]In our companion contribution [4], we describe how the impact factor can be determined.
2	Overview of MMSE-based Hard IC Receiver
Figure 1 shows a block diagram of an MMSE-based Hard IC receiver. Let the received signal be expressed by:

Where, .  is the channel estimate of user k, and  is the spreading code of user k. During the first iteration, the recovered signal  is 0, and the residual signal . The output of the joint MMSE equalizer is given by:

The output of the equalizer is demodulated and decoded, and the CRC of the decoded data is checked for each user. Users with a passing CRC, will have their signal reconstructed. Signal reconstructions involves:
1. Re-encoding, re-modulation and re-spreading the decoded data.
2. Applying the channel estimate to the re-encoded data to get an estimate of that user’s signal at the input to the receiver.
The recovered signal of users decoded correctly is subtracted from the received signal. This residual signal is used to receive the remaining users.


[bookmark: _Ref510620655]Figure 1: MMES-based Hard IC Receiver.

3	Complexity of MMSE-based Hard IC Receiver
In this section we analyze the complexity of an MMSE-based hard IC receiver.
3.1	Complexity of Detector
The detector is made up of the following components: UE detection, channel estimation, noise estimation, MMSE weight calculation, and equalization (application of the MMSE weights).
3.1.1	UE detection
UE detection is performed once per UE per received-slot. UE detection is performed on the DMRS symbols or on the preamble. The order of complexity of UE detection per UE is:

Where,
·  is the number of DMRS subcarriers in one symbol.
·  is the number of DMRS symbols.
·  is the number of receive antennas.
A simple UE detector can be a correlator with a reference signal, which requires  complex multiplications and  complex additions. The square of the amplitude of each antenna’s correlation output is summed, this is followed by a comparison against a threshold.
The number of UE detections per received slot equals the number of potential UEs that can transmit in that slot.
3.1.2	Channel estimation
Channel estimation is performed once per UE per received-slot. Channel estimation is performed on the DMRS symbols, and filtered (interpolated) across the data symbols. The order of complexity of channel estimation per UE is:

Where,
·  is the number of DMRS/data subcarriers in one symbol.
·  is the number of DMRS symbols.
·  is the number of DMRS symbols
·  is the number of receive antennas.
A simple channel estimation can be a multiplication of the received DMRS signal with a reference signal, reused from the UE detection, hence not included in the channel estimation row of Table 3, and then filtering in time domain to get the channel estimate at each data RE. Assuming two DMRS symbols are used for filtering, this requires  complex multiplications and  complex additions per UE.
The number of channel estimations per received slot equals the number of UEs received in a slot (. This assumes that channel estimation is performed once for each UE and used in all the following iterations.
The channel estimates are buffered to be used in subsequent stages such as MMSE weight calculation and signal reconstruction. The memory for storing the channel estimates is:  Complex values.
3.1.3	Noise estimation
Noise estimation can be performed for all UEs in each iteration per iteration per received slot. 

Where,  is the average number of UEs per iteration.
The number of noise estimations per received slot equals the total number of iterations (.
3.1.4	MMSE weight calculation
The equation of the MMSE detector is:

A is a matrix with size . Where,  is the number of receive antennas.  is the spreading factor and  is the number of users in iteration i.  is the number of data symbols and  is the number of subcarriers allocated to the NOMA users. The MMSE weights are:

An example for the calculation of the number of complex operations is given by Table 1.

[bookmark: _Ref521417530]Table 1: Computational complexity of MMSE detector.
	Function
	Complex Operations

	
	

	
	

	
	 

	Total
	



The order of computation complexity, with a large number of UEs is:

The number of MMSE weight calculations per received slot equals the total number of iterations (.
The MMSE weights are buffered to be used in equalization. The memory for storing the MMSE weights is:  Complex values.
3.1.5	Equalization
Equalization applies the MMSE weights to the received signal:


The number of complex multiplication is: 
The number of complex additions is: 
The number of equalizations per received slot equals the total number of iterations (.
The output of the equalizer is buffered to be used in the decoder. The memory for storing the equalizer output is:  Complex values.
3.2	Complexity of decoder
The computation complexity of the LDPC decoder is given by Table 2 [2]. Where, N is the code length, M is the number of parity bits, dv is the average variable degree of LDPC parity check matrix (PCM), dc is the average check degree of LDPC PCM.
[bookmark: _Ref521418296]Table 2: LDPC decoder computation complexity.
	
	LDPC (Sum-Product) [3]
	LDPC (min-sum) [3]

	Additions
	Imax*(2*N*dv + M*(2*dc-1))
	Imax*(2*N*dv + 2M)

	MAX process/ Comparison
	NA
	Imax* (2*dc-1)*M

	Look-up-table operations
	Imax*M*dc
	NA



The number of LDPC decodes per received slot equals the average number of UEs decoded per iteration in a slot multiplied by the number of iterations (. LDPC is a well optimized block, that would be used for the different receiver architectures. We don’t include the impact factor of LPDC in Table 3, but use the number of usage when comparing the complexity of different receiver structures. It should be noted, however, that the impact factor could be different if the number of iterations of the LDPC decoder is different.
The output of the decoder is hard bits, which require a relatively small buffer. For simplification, we ignore this buffer.
3.3	Complexity of Interference Cancellation
Interference cancellation involves the following steps, as shown in Figure 2:
· Re-encoding the decoded signal, rate matching and scrambling. 
· Modulation. We assume a look up table for the modulator.
· Spreading. We assume a complex multiply for the spreading
· Symbol reconstruction. We assume a multiplication by the channel estimate.
· Interference subtraction. 



[bookmark: _Ref521423077]Figure 2: Interference Cancellation
3.3.1	Re-encoding
Re-encoding the decoded signal, rate matching and scrambling. This is done at the bit level, in a typical hardware implementation, the processing complexity of this stage is quite small and we will ignore the computational complexity of this part.
The maximum number of re-encodes is the number of UEs transmitted in a slot minus 1 ().
3.3.2	Modulator
We assume a look up table for the modulator

The maximum number of modulations is the number of UEs transmitted in a slot minus 1 ().
3.3.3	Spreader
Spreading is a complex multiply of each modulated symbol by a sequence.

Number of complex multiplies: 
The maximum number of spreadings is the number of UEs transmitted in a slot minus 1 ().
3.3.4	Symbol Reconstruction
Symbol reconstruction is a complex multiply by the channel estimates for each antenna.

Number of complex multiplies: 
The maximum number of symbol reconstructions is the number of UEs transmitted in a slot minus 1 ().
We assume that modulation, spreading and signal reconstruction is performed on the fly for each user, the reconstructed symbol of each user is then stored in memory, and that data is subtracted from the receive single buffer before moving on to the next user. Hence, we store data for a single user, at the output of symbol reconstruction. The size of this memory is:  Complex values.
3.3.5	Interference Subtraction
This involves memory read of the received signal and subtraction of the reconstructed signal and writing back the signal to memory.

Number of complex additions: 
The maximum number of symbol reconstructions is the number of UEs transmitted in a slot minus 1 ().
3.4	Memory Aspects
While a detailed memory analysis of the MMSE-based hard IC receiver is beyond the scope of this document. We can identify key buffers that are needed for proper operation of the receiver. In addition to the buffers identified in the previous subsections for the output of channel estimation, MMSE weight estimation, equalization and symbol reconstruction, the following memory block is also needed:
· The received signal needs to be buffered to be used later for interference cancellation and subsequent decodes. The amount of data that is buffered depends on the number of resource elements per transmission and number of receive antennas (, and the number of transmissions that need to be buffered . Where  depends on the latency and pipelining within the architecture. For this analysis, we assume , i.e. double buffering.
3.5	Number of iterations and number of user per iteration
The number of iterations and number of users per iteration determine the overall performance of the receier. As the number of iterations in the receiver increases performance improves until we get to the point of deminsing return as shown in Figure 3 and Figure 4. Most of the gain is captured when going from 1 to 2 iterations, beyond 3 iterations there is little gain. For complexity analysis it is reasonable to assume a maximum 3 iterations for the MMSE-based hard IC receiver.

[image: ]
[bookmark: _Ref521478212][bookmark: _Hlk521607697]Figure 3: NOCA BLER-SNR performance with different number of iterations for an MMSE-based Hard IC receiver with 6 users.
[image: ]
[bookmark: _Ref521607756]Figure 4: NOCA BLER-SNR performance with different number of iterations for an MMSE-based Hard IC receiver with 12 users.

During the first iteration all users are processed, even though it is also possible to have a scheme where only a subset of users are processed during the first iteration, let’s say the K1 users with the strongest power. During subsequent iterations the number of users processed is reduced as users that are successfully decoded in pervious iterations are not processed any more. Figure 5 shows the average number of users per iteration, this depends on the signal-to-noise ratio. If we assume the SNR is -10 dB, which is around the 10% BLER point from Figure 4. During the first iteration all 12 users are processed. During the second iteration the number of users processed drops to about 2.2 users on average and about 1 user on average during the third iteration. Using the number of iterations and the average number of users per iteration, we can compute the computation complexity of the receiver processing.
[image: ]
[bookmark: _Ref521607974]Figure 5: Average number of users per iteration.

3.6	Receiver Complexity Template for MMSE-based receiver
Based on the discussions of the previous sub-sections Table 3 gives the complexity template for MMSE-based hard IC receiver.
[bookmark: _Ref525660273]Table 3: Complexity Template of MMSE-based hard IC receiver.
	[bookmark: _Hlk525229262]Receiver Component
	Detailed Component
	Number of Usage
	Order of Complexity
	Impact Factor

	Detector
	UE Detection
	
	
	CMult: 
CAdd: 

	
	Channel Estimation
	
	
	CMult: 
CAdd: 
Mem:  Complex values

	
	Noise Estimation
	
	
	

	
	MMSE Weight Calculation
	
	
“i” is the iteration number. 
	
Mem:  Complex values

	
	Equalization
	
	
	Cmult: 
CAdd: 
Mem:  Complex values

	Decoder
	LDPC Decoder
	
	
	

	Interference Cancellation
	Re-encoding
	
	
	

	
	Modulation
	
	
	Memory Lookup: 

	
	Spreading
	
	
	CMult: 

	
	Symbol reconstruction
	
	
	CMult: 
Mem:  Complex values

	
	Interference subtraction
	
	
	CAdd: 

	Memory
	Receive Buffer
	
	
	 Complex values
 is the number of buffering instances, e.g. 2 for double buffering.



Observation 1: Table 3 gives the complexity template of the MMSE-based hard IC receiver.
Numerical example:
Table 4 gives the assumptions used for the numerical evaluation of the complexity of the MMSE-based hard IC receiver. The complexity is given by Table 5.
[bookmark: _Ref525662070]Table 4: Assumptions for the evaluation of the MMSE-base hard IC receiver.
	Parameter
	Value
	Parameter
	Value

	
	12
	
	2

	
	2
	
	12

	
	12 x 12 = 144
	Average Iterations
	1.94

	Max Iterations
	3
	
	12




[bookmark: _Ref525662181]Table 5: Complexity of MMSE-based hard IC receiver.
	Receiver Component
	Detailed Component
	Number of Usage
	Order of Complexity
	Impact factor

	Detector
	UE Detection
	
	
	CMult: 
CAdd: 

	
	Channel Estimation
	
	
	CMult: 6912
CAdd: 3456
Mem: 41472 CV (complex values)

	
	Noise Estimation
	
	
	

	
	MMSE Weight Calculation
	
	
“i” is the iteration number. 
	CMult and CAdd: 1912230
Mem: 41472 CV

	
	Equalization
	
	
	CMult: 10057
CAdd: 10057
Mem: 3456 CV

	Decoder
	LDPC Decoder
	19.6
	
	

	Interference Cancellation
	Re-encoding
	
	
	

	
	Modulation
	
	
	Memory Lookup: 144

	
	Spreading
	
	
	CMult: 1728

	
	Symbol reconstruction
	
	
	CMult:
Mem: 3456 CV

	
	Interference subtraction
	
	
	CAdd: 3456

	Memory
	Receive Buffer
	
	
	Mem: 8064 CV

	
	Total Memory
	
	
	97920 CV



[bookmark: OLE_LINK9][bookmark: OLE_LINK10]4	Conclusion
In this document we presented a detailed analysis of the of the complexity of the MMSE-based hard IC receiver. The following observation was made:
[bookmark: _GoBack]Observation 1: Table 3 gives the complexity template of the MMSE-based hard IC receiver.
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