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Introduction
In RAN1 #92 meeting, the evaluation assumptions for link-level evaluation have been agreed [1]. In RAN1 #92bis meeting, evaluation assumptions for system-level evaluation were discussed and some of the link-level parameters were also clarified [2]. In RAN1 #93 meeting, the evaluation assumptions as well as evaluation metrics for LLS and SLS are further discussed [3]. In RAN1 #94 meeting, the template for collecting LLS results and also SLS results were discussed [4]. In this contribution, some further link-level evaluation results for IGMA are shown. 
LLS evaluation results for IGMA
Based on the latest agreement as well as the output of the e-mail discussion, the evaluation results are summarized in this section. The performance of IGMA under non-ideal scenarios, including power imbalance, timing offset as well as frequency offset, is also evaluated and analyzed. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2.1 Evaluation results for ideal cases
In this section, the performance of IGMA is shown under ideal environments. Besides IGMA, the performance of MUSA is also shown to demonstrate the difference between these two schemes. For small TBS (10 or 20 bytes), the spreading factor is set to 4, while for large TBS (larger than 40 bytes), spreading factor is set to 2. Note that for both schemes, enhanced-ESE is applied.
mMTC case
The evaluation results for mMTC case are shown in Fig. 1.
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Fig. 1 Evaluation results for mMTC case
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The evaluation results for mMTC case are shown in Fig. 2.
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[bookmark: OLE_LINK3]Fig. 2 Evaluation results for eMBB case
URLLC case
The evaluation results for URLLC case are shown in Fig. 2.
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[bookmark: OLE_LINK9]Fig. 3 Evaluation results for URLLC case
From above evaluation results, we can observe that due to the loss of channel coding gain, the performance loss is large, especially for the case that the channel coding gain is not good enough, for example, large TBS in mMTC scenario. For some cases that long coding length or low coding rate is applied, the performance gap between IGMA and MUSA is small, but still cannot be ignored.

2.2 Evaluation results with non-ideal factors
In this sub-section, the performance of IGMA with non-ideal factors is demonstrated. Some evaluation assumptions are listed below:
For power imbalance, we consider SNR follows uniform distribution on [x-a, x+a], where x denotes the average SNR (dB) and a = 3. For timing offset, we consider that TO follows uniform distribution within [0, CP/2]. For frequency offset, we consider FO = 70Hz for 700MHz carrier frequency and FO = 150Hz for 4GHz carrier frequency.
For realistic channel estimation, we use the extension of NR type 1 DMRS structure. Specifically, “12CS + TD-OCC” is considered to support maximum 24 UEs.
For random MA signature, we consider random activation to reduce the potential collision between different UEs.
1.1 
1.2 
Fixed MA signature
First, the performance of fixed MA signature is demonstrated in Fig. 4.
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Fig. 4. Evaluation results for IGMA with non-ideal factors and fixed MA signature
Random MA signature
The performance of random MA signature is demonstrated in Fig. 5.
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Fig. 5. Evaluation results for IGMA with non-ideal factors and random MA signature
From above evaluation results, we can observe that even with non-ideal factors and realistic channel estimation, IGMA can still have good performance, which shows the reliability under realistic environment.
From the above evaluation results on non-ideal scenarios, we have following observation.
Observation 1: IGMA can be well adapting to various non-ideal cases, including power imbalance, timing offset, and frequency offset.
SLS evaluation results for NoMA
In this section, SLS evaluation is discussed and preliminary SLS evaluation results are demonstrated to show the performance gain of IGMA.
3.1 PHY abstraction 
PHY abstraction is one of important aspects. It brings the link-level evaluation results into system-level evaluation and the accuracy of PHY abstraction will also impact the performance of SLS. 
Some PHY abstraction methods have been captured in TR 38.802 and one of potential PHY abstraction method is listed below.
The effective SNR mapping (ESM) PHY abstraction is used in SLS. Generally, for ESM, the effective SNR is calculated as

where  is the symbol block size,  is the SINR for the n-th sub-carrier,  is the effective SNR for the entire block and function  is an invertible function. Based on this effective SNR, the corresponding BLER can be obtained based on SNR-BLER mapping table under AWGN channel for specific MCS.
Unfortunately, it is hard to get the SINR in above equation for non-orthogonal multiple access schemes. For some non-orthogonal multiple access schemes, advanced receivers with iterative detection and decoding are applied to mitigate the multi-user interference. It is hard to model those kinds of receivers since the detection and decoding are combined together, while for most existing receiver modeling methods, only detection is considered. To facilitate the PHY abstraction and avoid receiver modeling, an approximation approach is applied and is summarized as follows:
Step 1: Calculate the upper bound post-processing SINR.
For non-orthogonal multiple access, the optimal performance can be achieved if the signals from multiple UEs can be separated completely. In this sense, the post-processing SINR of PIC detector is regarded as upper bound. If per-RE power of transmitted signal is normalized to 1, the post-processing SINR after PIC detection for the n-th sub-carrier of the k-th UE is expressed as

where  denotes the frequency domain channel coefficient vector of the n-th sub-carrier of the k-th UE,  denotes the noise power and  denotes the power of inter-cell interference on the n-th sub-carrier.
Step 2: Approximate the real post-processing SINR based the upper bound.
Although by using advanced receiver, such as chip-by-chip MAP detector, multi-user interference can be mitigated or even eliminated, there still will be some performance degradation, especially when the number of serviced UEs is large. A scaling factor  is used to emulate this performance degradation. Denote  as the capacity for PIC detector and for non-orthogonal multiple access, the achievable capacity is a scaled version which is expressed as follows

where  denotes the approximated SINR for n-th sub-carrier of the k-th UE and based on this scaled capacity,  can be calculated as

The parameter  can describe the capacity loss due to the superposition of multiple UEs and should be optimized by off-line link level simulations for different number of UEs under different cases. 
Step 3: Calculate the effective SNR.
The approximated SINR for n-th sub-carrier of the k-th UE obtained in step 2 is used for the mapping of effective SNR. Several methods can be applied and the received-bit information rate (RBIR) [4] for SNR mapping is used due to its simplicity. The effective SNR is expressed as

where  denotes the effective SNR for the k-th UE and Q denotes the modulation order. The function  denotes the RBIR metric given SNR and modulation order Q and  is its inverse function given RBIR metric to find corresponding SNR. The RBIR metric function is pre-calculated off-line and stored as a look-up table. The Table 25 in [4] is re-used in our SLS evaluations. 
Step 4: Obtain BLER according to the SNR-BLER mapping.
After getting the effective SNR for the k-th UE, the corresponding BLER is obtained according to the SNR-BLER mapping relationship which is pre-calculated for given MCS under AWGN channel.
The only parameter that should be optimized is the scaling factor  and the optimization can be completed by solving a minimum mean square error problem, as discussed in [5].

3.2 Preliminary SLS evaluation results 
In this sub-section, the preliminary SLS results for mMTC scenario are shown. The evaluation assumptions are listed in Appendix. 
For mMTC, as agreed, the traffic model defined in TR 45.820 is used. The higher layer protocol overhead of 29 bytes is considered. For packet segmentation, 5 bytes overhead is considered for each TB. Considering that for 20 bytes TB, the overhead is quite large and more TBs will decrease the SINR, especially for large packet size. Meanwhile, for 40 bytes TB, the overhead introduced by 5 bytes overhead is acceptable while the number of 40-byte TBs is not large. As a result, in SLS evaluation, one packet is segmented into TBs with 40 bytes. 
For baseline evaluation, configured grant type 1 is considered and for each UE, one RB is allocated. For NoMA evaluation, configured grant type 2 is also considered. For each UE, all 6 RBs are occupied and MA signatures as well as DMRS are semi-static configured. 
HARQ retransmission with random back-off is considered and the maximum number of retransmission is set to 8. 
In Fig. 6, the higher layer packet drop rate (PDR) vs. packet arrival rate (PAR) is shown. 
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Fig. 6. System-level evaluation results for mMTC scenario
As can be observed by Fig. 6, for IGMA, the PDR for realistic channel estimation and ideal channel estimation is close. This is due to that from link-level evaluation, the performance gap for ideal channel estimation and realistic channel estimation is not large. The gap between IGMA and OFDM is quite significant, which means that more UE connections can be supported by using IGMA. Specifically, IGMA performs 2~3 times better than OFDM, even for realistic channel estimation.
Observation 2: IGMA could provide 2~3 times better performance than OFDMA in terms of PDR vs PAR.
Besides IGMA, we also evaluate MUSA with linear spreading in SLS evaluation. The results are shown in Fig. 6. Due to the performance loss in link-level evaluation, in the SLS, MUSA also suffers from performance degradation compared with IGMA.
Observation 3: Performance degradation caused by the channel coding gain loss in linear spreading based schemes can be observed in SLS. 
Conclusion
[bookmark: OLE_LINK25][bookmark: OLE_LINK26]In this contribution, LLS evaluation results for IGMA are shown, including ideal cases on various scenarios, and non-ideal cases, including power imbalance, timing offset, as well as frequency offset. Based on above evaluation results and analysis, we have following observations and proposals.
Observation 1: IGMA can well-adapt to various non-ideal cases, including power imbalance, timing offset, and frequency offset.
Observation 2: IGMA could provide 2~3 times better performance than OFDMA in terms of PDR vs PAR.
Observation 3: Performance degradation caused by the channel coding gain loss in linear spreading based schemes can be observed in SLS. 
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The evaluation assumptions for LLS are shown in Table 1 as follows.
Table 1. LLS evaluation assumptions
	Parameters
	mMTC
	URLLC
	eMBB

	Carrier Frequency
	700 MHz
	700 MHz or 4 GHz 
	4 GHz, 
700 MHz as optional

	Waveform 
(data part)
	CP-OFDM and DFT-s-OFDM
	CP-OFDM as starting point
	CP-OFDM as starting point

	
	
	
	

	Channel coding
	URLLC: NR LDPC
eMBB: NR LDPC 
mMTC: NR LDPC

	
	

	
	

	Numerology (data part)
	SCS = 15 kHz, #OS = 14
	Case 1: SCS = 60 kHz, #OS = 7 (normal CP), optionally 6 (ECP)
Case 2: SCS = 30 kHz, #OS = 4
	SCS = 15 kHz
#OS = 14

	
	
	
	

	
	
	
	

	Allocated bandwidth
	6 as the starting point
	12 for 60 kHz SCS and 24 for 30kHz SCS as the starting point
	12 as the starting point

	TBS per UE
	At least five TBS that are [10, 20, 40, 60, 75] bytes. Other values higher than 10 bytes are not precluded.
Lower than 0.1 bits/RE is optional
	At least five TBS that are [10, 20, 40, 60, 75] bytes. Other values higher than 10 bytes are not precluded.
	At least five TBS that are [20, 40, 80, 120, 150] bytes. Other values higher than 20 bytes are not precluded.

	
	
	
	

	Target BLER for one transmission
	10%
	0.10%
	10%

	Number of UEs multiplexed in the same allocated bandwidth
	To be reported by companies. 

	
	

	BS antenna configuration
	2 Rx or 4 Rx for 700MHz,
4 Rx or 8 Rx for 4 GHz 
8 Rx as optional

	
	

	
	

	UE antenna configuration
	1 Tx  

	Propagation channel & UE velocity
	TDL-A 30ns and TDL-C 300ns in TR38.901, 3km/h, CDL optional

	Max number of HARQ transmission
	1 as starting point. 
	1 as starting point. More values, 2 for URLLC can be used.
	1 as starting point.

	Channel estimation
	Ideal channel estimation results should be reported for calibration

Realistic channel estimation

	
	

	
	

	MA signature allocation (for data and DMRS)
	Fixed/Random

	Distribution of avg. SNR
	Both equal and unequal
	Equal
	Both equal and unequal

	
	
	
	

	Timing offset
	0 as starting point. 
For grant-free without perfect TA (asynchronous), timing offset is within [0,  y] as starting point, where y has two values at least for the purpose of evaluation:
• Case 1: CP/[2] < y <= CP+rms_DS, with detailed value FFS
• Case 2: 2*CP>=y > CP, with detailed value FFS

	Frequency error
	0 as starting point. 
Also evaluate uniform distribution between -70 and 70 Hz for 700MHz carrier frequency, and uniform distribution between [-140] and [140] Hz for 4GHz carrier frequency.

	Traffic model for link level
	Full buffer as starting point. 
Non-full-buffer model (like Poisson arrival of fixed packet size) is optional.

	For link level calibration purpose only
	OMA single user whose spectral efficiency is the same as per UE SE in NOMA. 
AWGN curves can be provided also.

	
	



A.2 System-level evaluation assumptions
	Parameters
	mMTC
	URLLC
	eMBB
	Further specified values

	Layout
	Single layer - Macro layer: Hex. Grid
	　

	Inter-BS distance
	1732m
	200m for 4GHz
500m for 700MHz
	200m
	　

	Carrier frequency
	700MHz
	4GHz or 700MHz
	4GHz
	　

	Simulation bandwidth
	6 PRBs
	12 PRBs
	12 PRBs
	Clarify the simulation bandwidth in the SLS assumptions is the bandwidth for uplink transmission.

	Number of UEs per cell
	20 UEs per sector
	　

	Channel model
	UMa in TR 38.901;
The building penetration model defined in Table 7.4.3-3 in TR 38.901 is used for SLS with frequencies below 6 GHz.
	　

	UE Tx power
	Max 23 dBm
	　

	BS antenna configurations
	2 Rx or 4 Rx for 700MHz;
2 ports: (M, N, P, Mg, Ng) = (10, 1, 2, 1, 1), 2 TXRU;
4 ports: (M, N, P, Mg, Ng) = (10, 2, 2, 1, 1), 4 TXRU;
dH = dV = 0.5λ;
BS antenna downtilt: companies to report, FFS a single value

4 Rx or 16 Rx for 4GHz;
4 ports: (M, N, P, Mg, Ng) = (10, 2, 2, 1, 1), 4 TXRU;
16 ports: (M, N, P, Mg, Ng) = (10, 8, 2, 1, 1), 16 TXRU;
dH = 0.5λ, dV = 0.8λ;
BS antenna downtilt: companies to report, FFS a single value
	　

	BS antenna height
	25m
	　

	BS antenna element gain + connector loss
	8 dBi, 0dB cable loss
	　

	BS receiver noise figure
	5dB
	　

	UE antenna configuration
	1Tx
	　

	UE antenna height
	Follow the modelling of TR 38.901
	　

	UE antenna gain
	0dBi
	　

	UE distribution
	For mMTC:
20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell

For URLLC:
20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell;
Note: Other option(s) not precluded, e.g., 500m ISD, 80% of users are outdoors (3km/h), 20% of users are indoor (3km/h).

For eMBB:
20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell
	　

	UE power control
	Open loop PC for mMTC. Companies report the PC mechanisms used for eMBB and URLLC.
	　

	HARQ/repetition
	HARQ combining with random back-off. The maximum number for transmissions is 8.
	　

	Channel estimation
	Ideal & Realistic
	　

	BS receiver
	MMSE-IRC
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