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Introduction
In RAN1#94, the following table was agreed for computation complexity analysis of the receiver as the starting point.
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	Receiver type 1
	Receiver type 2
	…

	Detector

	UE detection 
	
	
	

	
	Channel estimation
	
	
	

	
	Rx combining, if any
	
	
	

	
	Covariance matrix calculation, if any
	
	
	

	
	Demodulation weight computation, if any
	
	
	

	
	UE ordering, if any
	
	
	

	
	Demodulation, if any
	
	
	

	
	Soft information generation, if any
	
	
	

	
	Soft symbol reconstruction, if any
	
	
	

	
	Message passing, if any
	
	
	

	
	Others
	
	
	

	Decoder
	LDPC decoding
	
	
	

	Interference cancellation
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	

	
	LLR to probability conversion, if any
	
	
	

	
	Interference cancellation
	
	
	

	
	LDPC encoding, if any
	
	
	

	
	Others
	
	
	


· The impact factor is to be estimated based on the analysis of computation, memory size, hardware and software implementation, etc. 
· If/How and which entries are to be combined/compared in order to get the total complexity estimate is FFS. 
· Companies may provide the impact factor
· The impact factor is for each cell 
· The rows in the above table are subject to potential re-finement, e.g., adding new row(s), merge some rows, etc.
· Note: the numbers may or may not be a function of UL waveform
· FFS whether or not to add row(s) for memory blocks
In [1], potential receivers suitable for PDMA are analyzed and compared from complexity perspective. In this contribution, we provide MMSE-SIC for NOMA schemes based on symbol level spreading in frequency-domain with DFT-s-OFDM waveform, and complexity analysis of MMSE-SIC and EPA-PIC receiver.

Potential receivers for NOMA
According to the agreements, the algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA and interference cancellation (IC) can be hard, soft or hybrid implemented in serial or parallel.
Figure 1 gives illustration of NOMA receivers with MMSE-SIC with hard IC, MPA/EPA-PIC with soft IC and MPA/EPA-PIC with hybrid (soft and hard) IC.



(a) MMSE-SIC with hard IC



(b) MPA-PIC / EPA-PIC with soft IC 


(c) MPA-PIC / EPA-PIC with hybrid (soft and hard) IC
Figure 1: Illustration of NOMA receivers

Block-wise MMSE-SIC for NOMA schemes based on symbol level spreading with DFT-s-OFDM waveform
In this section, we provide the block-wise MMSE-SIC detection for symbol-level spreading based NOMA schemes with DFT-s-OFDM waveform. The receiver is shown in Figure 2. 


Figure 2: Illustration of block-wise MMSE-SIC for NOMA schemes with DFT-s-OFDM waveform
Let the spreading sequence be P=[p0,p1,…,pM-1] where M is the spreading factor, and the modulated symbols are s(m)=[s0,s1,…,sN-1] where N is the number of REs on an ODFM symbol for data transmission divided by spreading factor. Assuming symbol-level spreading is performed such that each modulated symbol is spread by the spreading sequence sequentially [2], the output of the spreading, i.e., the input to the DFT operation x(n) can be expressed as

  (m=0,1,…,N-1， q=0,1,……,M-1)
Let D(k) be the DFT of  x(n), we get

                             (1)

It is observed that g(k) is periodic with periodicity of N and f(k) is known to the receiver based on spreading sequence.
g(u)= g(u+iN),    (i= 1,…, M-1,  u=0,1,…,N-1).                                                   (2)
Let Yr(k) be the frequency domain received signal from the rth receiving antenna, which is given by 

                                                        (3)

where Hr(k) is the estimated channel of frequency k, and  is the noise of frequency k. From Eqn. (1), Yr (k) can be expressed as

                                                   (4)
Since g(k) is periodic with periodicity of N, we have 

 (5)
Then, the vector of [yr(u) yr(u+N) …yr(u+(M-1)N)] in Eqn (5) from different receive antennas can be combined to a larger vector. The block-wise detection can be implemented to the combined larger vector to get the estimation of g(u) (u=0,1,…,N-1), where g(u) is the N-point DFT of s(n) (n=0,1,…,N-1).  N-point IDFT to the estimation of g(u) is performed to get the estimation of s(n). 
Observation 1: Block-wise MMSE-SIC can be applied to NOMA schemes based on symbol-level spreading with DFT-s-OFDM.
Complexity of MMSE-SIC with hard IC
The illustration of MMSE-SIC receiver with hard IC is given in Figure 1(a). The order of complex multiplication per user per RE is analysed in the following. The complexity of user detection and channel estimation are not analysed as they are common for different receivers.
· Covariance matrix calculation

The covariance matrix  can be calculated from the estimated spatial channel as follows,

                                                                               (6)

where H is the channel matrix for K number of UEs. is with the dimension of min(K, Nrx *L) where K is the number of users, Nrx is the number of receive antennas, and L is the spreading factor. The number of complex multiplication is roughly  per user in order to calculate the covariance matrix. As a block-wise MMSE that performs detection and dispreading jointly on the L REs, the complexity for detector part needs to be scaled up by a factor L. The number of complex multiplication is roughly per user per data RE.
· MMSE weight calculation
MMSE demodulation weight is often calculated as follows,

                                                                                       (7)
The matrix inversion would take roughly (Nr *L)3 complex multiplications. Note that matrix inversion needs to be calculated once for all users. The vector-matrix multiplication would take roughly (Nr *L)2 complex multiplications per user. Also considering the complexity scaling factor L, the computation complexity for MMSE weight calculation per user per data RE is roughly.
· Equalization/Demodulation
Equalization is the process of multiplying of MMSE weight to the received signal. Demodulation processing includes de-spreading if spreading is applied at transmitter and MMSE receiver is used. Its computation complexity is roughly  for each user per data RE. 

Hard interference cancellation (IC) contains the following main operations:
· User signal reconstruction

Reconstruction of each user’s signal involves channel re-encoding, modulation, multiplication with estimated channel, spreading, etc. As the main complexity lies in multiplication with estimated channel (), the complexity of channel re-encoding, modulation and spreading can be omitted. The number of complex multiplications for user signal reconstruction is roughly  for each user per data RE.
· UE ordering based on SINR sorting 
SINR can be calculated by 

,                                                                                 (8)
which requires (Nr*L) complex multiplications. Note that SINR needs to be calculated per user per data RE. For MMSE-SIC receiver, whenever a UE is successfully decoded, Tk needs to be re-calculated. Considering the complexity scaling factor L, the average computation complexity per user for SINR sorting is therefore approximately  for each user per data RE.
· Interference cancellation
Only complex subtraction is involved in the hard interference cancellation once users’ signals are reconstructed. Compared to complex multiplication, complex subtraction requires significantly less implementation cost, thus can be omitted here. 
For the enhanced MMSE-hard IC in Figure 1(a), the cancellation process would not be terminated simply because one of users fails the decoding. The average numbers of usages of major components in MMSE-hard IC receiver are denoted as  with the value between 1 and 2, for normal spectral efficiency. 
So the total computation complexity of MMSE-hard IC detector per user per data RE can be roughly estimated in Table 1.
Table 1: Computation complexity for MMSE-hard SIC receiver
	Key Receiver component
	Complexity in complex multiplication per user per data RE

	Covariance matrix calculation
	

	Demodulation weight calculation
	

	UE ordering based on SINR sorting 
	

	Demodulation
	

	User signal reconstruction
	


For MMSE-SIC with hard IC receiver shown in Figure 1(a), the complexity of the “Channel decoder” module would be O(Cdec), where Cdec represents the operation complexity of channel decoder.
The main difference between CP-OFDM and DFT-s-OFDM waveform lies in that the extra FFT operations during the symbol reconstruction.  Assuming the FFT pre-coding is carried out in NFFT points. For MMSE-hard SIC receiver, the additional IFFT operations are needed and the computation complexity is O(log2(NFFT)) per data RE per UE for hard symbol reconstruction. 
Complexity of EPA-PIC with hybrid IC
Expectation propagation algorithm (EPA) can be regarded as a type of Gaussian approximation to MPA. The EPA receiver for NoMA is summarized in Algorithm1 [3], where the number of iterations is . 
-------------------------------------------------------------------------------------------------------------------------------
Algorithm1 – EPA Detector
-------------------------------------------------------------------------------------------------------------------------------
1. Initialization
Initialize the mean and variance from FN to VN as , . 
2. Iterations
Start with, and .
While, Do
VN Update: For :
For  :
[bookmark: _GoBack]Compute  and  as 


where  is the -th element of -dimensional vector .
Compute the mean  and variance  as
	  		 (11)
	 		(12)
FN Update: For :
Perform chip-by-chip MMSE as


where  and .
For : Given the posterior mean and variances  of , compute the mean  and variance  as
	    		(15)
	                                	 	 (16)	
Update ：
	   (17) 
3. LLR Calculations: 
Compute the extrinsic LLRs. 

Computation complexity for EPA-PIC receiver are given in Table 2, where Iouter and Iinner are the number of out and inner iterations for EPA, df is the number of user connected to one RE, du is the number FN nodes (or REs) connected to each user, S is the number of constellation points, and M = log2(S) is the number of bits to be mapped to constellation points. The complexity of user detection and channel estimation are not analyzed as they are common for different receivers.

Table 2: Computation complexity for EPA-PIC receiver
	Key Receiver component 
	Complexity in complex multiplication per user per data RE

	LLR to prob conversion (for each outer iteration)
	

	Soft symbol reconstruction
	

	 Message passing
	



For EPA -PIC receiver shown in Figure 1(c), the complexity of the “Channel decoder” module would be O(Cdec), where Cdec represents the operation complexity of channel decoder.
The main difference between CP-OFDM and DFT-s-OFDM waveform lies in that the extra FFT operations during the symbol reconstruction.  Assuming the FFT pre-coding is carried out in NFFT points. For EPA receiver, the additional complexity for DFT-S-OFDM waveform is O( IinnerIouter. * log2(NFFT)) per data RE per UE.
Conclusion 
In this contribution, we provide block-wise MMSE-SIC for NOMA schemes based on symbol level spreading in frequency-domain with DFT-s-OFDM waveform, and complexity analysis of MMSE-SIC and EPA-PIC receiver.
Observation 1: Block-wise MMSE-SIC can be applied to NOMA schemes based on symbol-level spreading with DFT-s-OFDM.
Observation 2: The computation complexities per data RE per UE for MSME-SIC and EPA-PIC are summarized in Table 3.
Table 3: Computation complexity approximation 
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	MMSE-SIC
	EPA-PIC

	Detector (complexity in #complex multi. per user per resource element)

	UE detection 
	
	

	
	Channel estimation
	
	

	
	Rx combining, if any
	
	

	
	Covariance matrix calculation, if any
	
	

	
	Demodulation weight computation, if any
	
	

	
	UE ordering, if any
	
	

	
	Demodulation, if any
	
	

	
	Soft information generation, if any
	
	

	
	Soft symbol reconstruction, if any
	
	

	
	Message passing, if any
	
	

	
	Others
	
	

	Decoder (complexity in #binary add/comp per user per coded bit)
	LDPC decoding 
	O(Cdec)
	O(Cdec)

	Interference cancellation (complexity in #complex multi per user per resource element)
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	For CP-OFDM: 

Additional for DFT-s-OFDM:  

	Additional for DFT-s-OFDM:


	
	LLR to probability conversion, if any
	
	

	
	Interference cancellation
	
	

	
	LDPC encoding, if any
	
	

	
	Others
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