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Data rate computation
The data rate supported is computed by the UE and signaled to the network according to a previously agreed formula (see 38.306) while the largest TB size is covered in the RAN1 specs. There seems to be two issues around this:
· The peak rate from the formula is not in agreement with the largest RAN1 TB size
· What overhead value to use 
Several remedies can be found in the contributions (e.g. R1-1808674, R1-1808755, R1-1809407).
One company proposed to clarify the maximum TB size a UE is supposed to handle as a function the calculated data rate (R1-1808674).
Changing the overhead value was proposed in two contributions although with different numbers proposed; 0.05 (in R1-1808755 although a typo stating 0.5) or 0.037 (in R1-1809407)
Allowing the UE to skip decoding TB sizes resulting in a peak rate larger than the formula was also proposed.
Observation:
· RAN1 spec can meet the peak rates obtained from the formula in 38.306.
· Different views on whether the overhead values in 38.306 can be reduced (and, if so, how much)  no change to the 38.306 formula and associated values in Rel-15
· Continue offline discussion on how the formula in 38.306 is used in the RAN1 specifications (e.g. TB size restrictions)

Offline status: Continue the discussion based on the below framework as a starting point.
A UE is not required to handle overlapped PDSCH/PUSCH transmissions not fulfilling the following condition at all points in time:

· Cj' is the number of scheduled code blocks of the transport block in the j-th PDSCH/PUSCH (from 212) 
· Kr,j is the number of  bits in j-th code block (from 212)
·  is the duration of the i-th PDSCH/PUSCH ( = #symbols * symbol duration)
· where the maximum aggregate data rate is computed by the approximate date rate given by Subcluase 4.1.2 in [13, TS 38.306] based on
· Alt 1 (Apply per CC): 
· Per CC, N = 1
· Alt 2 (Apply per band per CG): 
· N is number of configured carriers in the band per CG
· Alt 3 (Apply per CG): 
· N is the number of configured NR carriers per CG
· Alt 4 (Apply per band combination)
· N is the number of configured NR carriers 
· The PDSCHs for  j = 0 to N-1 overlapping or partially overlapping PDSCH transmission
· In addition to limiting the number of information bits as above, constraints on the number of coded bits may be needed.

Interleaved VRB-to-PRB mapping for SIB1 transmission
The applicability of interleaved VRB-to-PRB mapping for SIB1 was discussed at RAN1#93, resulting in 
Current situation: different views on whether interleaved VRB-to-PRB mapping for SIB1 should be supported. If interleaved mapping is to be supported, further specification work is needed.


Several contributions addressed this topic. Some contributions stated link benefits with interleaved mapping. There were also many contributions suggesting different approaches to updating the RAN1 specifications in case interleaved mapping for SIB1 should be supported. 
If interleaved VRB-to-PRB mapping for system information is to be supported (in addition to non-interleaved mapping), at least the following changes are needed:
· RB bundles and VRB interleaving should be defined across CORESET0 (instead of active BWP) when a DCI is detected in CSS
· Usage of CORESET0 for SIB1 only and initial DL BWP for other cases?
· Use the CORESET in which the DCI is detected instead of CORESET0?
· Fixed default parameters for SIB1?

Relevant Tdocs:
R1-1808105 (Huawei), TP in R1-1809328
R1-1808226 (vivo)
R1-1808380 (CATT)
R1-1808492 (LG), includes TP
R1-1808808 (Spreadtrum), includes TP

Offline situation:
· Non-interleaved mapping is supported for SIB1 (already covered in the spec)
· Interleaved mapping for unicast transmissions should not be affected by supporting interleaved mapping for SIB1
· Different views on the gains possible given realistic SIB1 payload sizes.
· If interleaved mapping is supported for SIB1, it should be a mandatory UE capability.
· Proponents to develop a complete TP covering interleaved mapping for SIB1.

Offline agreement: 
· adopt the text proposal below for 38.211:
· remove the bracket in 38.212 around the VRB-to-PRB bit

7.3.1.6	Mapping from virtual to physical resource blocks
The UE shall assume the virtual resource blocks are mapped to physical resource blocks according to the indicated mapping scheme, non-interleaved or interleaved mapping. If no mapping scheme is indicated, the UE shall assume non-interleaved mapping.





For non-interleaved VRB-to-PRB mapping, virtual resource block  is mapped to physical resource block , except for PDSCH transmissions scheduled with DCI format 1_0 in a common search space in which case virtual resource block  is mapped to physical resource block  where  is the lowest-numbered physical resource block in the control resource set where the corresponding DCI was received.
For interleaved VRB-to-PRB mapping, the mapping process is defined in terms of resource block bundles:



-	For PDSCH transmissions scheduled with DCI format 1_0 with CRC scrambled by SI-RNTI in Type0-PDCCH common search space in CORESET 0, the set of  resource blocks in initial active downlink bandwidth part are divided into  resource-block bundles in increasing order of the resource-block number and bundle number where  is the bundle size and




-	resource block bundle  consists of  resource blocks if  and  resource blocks otherwise,

-	all other resource block bundles consists of  resource blocks.











-	For PDSCH transmissions scheduled with DCI format 1_0 in any common search space other than Type0-PDCCH common search space in bandwidth part  with starting position , the set of  virtual resource blocks  are divided into  virtual resource-block bundles in increasing order of the virtual resource-block number and virtual bundle number and the set of   physical resource blocks  are divided into  physical resource-block bundles in increasing order of the physical resource-block number and physical bundle number, where ,  is the bundle size, and is the lowest-numbered physical resource block in the control resource set where the corresponding DCI was received.

-	resource block bundle 0 consists of  resource blocks,




-	resource block bundle  consists of  resource blocks if  and  resource blocks otherwise,

-	all other resource block bundles consists of  resource blocks.






-	For other PDSCH transmissions, the set of  resource blocks in bandwidth part  with starting position  are divided into  resource-block bundles in increasing order of the resource-block number and bundle number where  is the bundle size for bandwidth part  provided by the higher-layer parameter vrb-ToPRB-Interleaver and

-	resource block bundle 0 consists of  resource blocks,




-	resource block bundle  consists of   resource blocks if  and  resource blocks otherwise,

-	all other resource block bundles consists of  resource blocks.

-	Virtual resource blocks in the interval  are mapped to physical resource blocks according to


-	virtual resource block bundle  is mapped to physical resource block bundle 


-	virtual resource block bundle  is mapped to physical resource block bundle  where 



-	The UE is not expected to be configured with  simultaneosuly simultaneously with a PRG size of 4 as defined in [6, TS 38.214]

-	If no bundle size is configured, the UE shall assume .



Resource allocation for OSI and paging
From RAN1#93:
Agreements:
For RAR and msg4:
· if PDSCH-ConfigCommon has provided a table
· Use this table
· else
· Use the default PDSCH table A

For OSI and paging, is it currently open which table to use. Two approaches have been proposed, differing in what table to use in absence of PDSCH-ConfigCommon:
· Use table A, i.e. the same procedure as above (for a TP, see e.g. section 2 of R1-1809060)
· Use the same table (A, B, or C) as used by SIB1 (for a TP, see e.g. section 2.2 of R1-1809392)
Offline agreement: 
For OSI and paging:
· if PDSCH-ConfigCommon has provided a table
· Use this table
· else
· the same table (A, B, or C) as used by SIB1
Adopt the TP below for 38.214
Table 5.1.2.1.1-1: Applicable PDSCH time domain resource allocation
	RNTI
	PDCCH search space
	SS/PBCH block and CORESET multiplexing pattern
	pdsch-ConfigCommon includes pdsch-TimeDomainAllocationList
	pdsch-Config includes pdsch-TimeDomainAllocationList
	PDSCH time domain resource allocation to apply

	SI-RNTI

	Type0 common
	1
	-
	-
	Default A for normal CP

	
	
	2
	-
	-
	Default B

	
	
	3
	-
	-
	Default C

	SI-RNTI

	Type0A common
	1
	No
	-
	Default A

	
	
	2
	No
	-
	Default B

	
	
	3
	No
	-
	Default C

	
	
	1,2,3
	Yes
	-
	pdsch-TimeDomainAllocationList provided in pdschConfigCommon

	RA-RNTI, TC-RNTI, 
	Type1 common
	1, 2, 3
	No
	-
	Default A

	
	
	1, 2, 3
	Yes
	-
	pdsch-TimeDomainAllocationList provided in pdschConfigCommon

	P-RNTI
	Type2 common
	1
	No
	-
	Default A

	
	
	2
	No
	-
	Default B

	
	
	3
	No
	-
	Default C

	
	
	1,2,3
	Yes
	-
	pdsch-TimeDomainAllocationList provided in pdschConfigCommon

	C-RNTI, CS-RNTI
	Any common search space associated with CORESET#0
	1, 2, 3
	No
	-
	Default A

	
	
	1, 2, 3
	Yes
	-
	pdsch-TimeDomainAllocationList provided in pdschConfigCommon

	C-RNTI, CS-RNTI
	Any common search space not associated with CORESET#0

UE specific search space
	1,2,3
	No
	No
	Default A

	
	
	1,2,3
	Yes
	No
	pdsch-TimeDomainAllocationList provided in pdsch-ConfigCommon 

	
	
	1,2,3
	No/Yes
	Yes
	pdsch-TimeDomainAllocationList provided in pdsch-Config


 
Maximum number of valid DCIs
Currently there is no limitation on how many valid DCIs needs to be received by the UE in NR specification. In theory, for 15 kHz SCS, UE may be prepared to receive 44 DCIs in a slot considering the maximum BD limit is 44. One company proposed to limit this to at most 4 valid DCIs per slot (in absence of cross-carrier scheduling with mixed numerologies).
Offline situation: No consensus on introducing a limit at this stage. If a limit is introduced later, it should be larger than 4 per slot.
DCI agreement from feature list discussion
In the UE feature discussion, the following conclusion was taken:
Conclusion
How/if the following component is captured in the spec will be discussed in the CR sessions.
 
7) Processing no more than one DCI with each RNTI in each of Type 0 CSS, Type 0A CSS, Type 1 CSS, Type 2 CSS, Type 3 CSS excluding unicast DCI per slot


Offline proposal: Capture the above agreement in 38.213 (with the clarification that “DCI” refers to “consistent DCI”)
DCI format 2-3 (from R1-1809426)
One company pointed out that the field descriptions for monitoring of DCI format 2_3 is ambiguous in 38.331 (RRC spec), see section 8 of R1-1809426 for details (copied below). 
In TS 36.311 v15.2.1, a field for DCI format 2-3 configuration nrofPDCCH-Candidates is described as:
· “The number of PDCCH candidates for DCI format 2-3 for the configured aggregation level. Corresponds to L1 parameter 'SRS-Num-PDCCH-cand' (see 38.212, 38.213, section 7.3.1, 11.3)”. 
It is unclear what the “configured aggregation level” refers to. One possibility is that the “configured aggregation level” refers to all aggregation levels with non-zero candidates in the top-level field nrofCandidates. 
In the same section, the field monitoringPeriodicity is described as: 
· “Monitoring periodicity of SRS PDCCH in number of slots for DCI format 2-3. Corresponds to L1 parameter 'SRS-monitoring-periodicity' (see 38.212, 38.213, section 7.3.1, 11.3)” 
It is unclear how this field relates to the monitoringSlotPeriodicityAndOffset and duration fields defined in the search space top level configuration structure. A few questions need to be answered for this field
· Is monitoring periodicity of DCI format 2-3 independent from the general search space periodicity, e.g. is it allowed to define a periodicity of 5 slots on the top-level field monitoringSlotPeriodicityAndOffset and a periodicity of 4 slots for DCI format 2-3 in monitoringPeriodicity? If this is not allowed, what are the restrictions?
· What is the slot offset for DCI format 2-3 monitoring? Does the offset in monitoringSlotPeriodicityAndOffset apply to the periodicity for DCI format 2-3? If so, what happens if monitoringSlotPeriodicityAndOffset specifies an offset larger than the periodicity of DCI format 2-3?
· Does the duration field specified in top level apply to monitoring of DCI format 2-3?
Proposal 15: Usage of monitoringPeriodicity and nrofCandidates for DCI format 2-3 needs to be clarified in descriptions of these fields. If these two fields are not sufficient for specifying DCI format 2-3 monitoring, request RAN2 to add more fields.
dci-Format2-3							SEQUENCE {
	monitoringPeriodicity					ENUMERATED {n1, n2, n4, n5, n8, n10, n16, n20 }					OPTIONAL, 	-- Cond Setup
	nrofPDCCH-Candidates					ENUMERATED {n1, n2},
				...
}



Offline situation: Already discussed in Fred’s session.
Handling of PDSCH allocations overlapping with PDCCH monitoring occasions
If the UE is currently receiving a PDSCH and a PDCCH monitoring occasion is configured to appear “inside” the ongoing PDSCH reception, what is the UE behavior?
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