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1. Introduction
A study item [1] has been approved for NR V2X in RAN plenary #xx, the scope of which mandates the study of:
· Study technical solutions for QoS management of the radio interface (including both Uu and sidelink) used for V2X operations based on input from SA2

We provide in this paper a first level analysis of the high QoS requirements provided by SA2. Base on that, a few main design principles are also proposed.
2	SA requirements for QoS
SA2 has defined a list of KPI in [2] for different types of target applications. Among these, we have cited here in Table 1, 2 and 3 the one that can be considered high QoS. They are characterized by very low latency (<10ms and can down to 3ms); and very high packet reception rate (>90% and can go up to 99.999%). 
Table 1. High QoS Traffic for Platooning Application
	Communication scenario description
	Payload (Bytes)
	Tx rate (Message/ Sec)
	Max end-to-end latency
(ms)
	Reliability (%)
	Data rate (Mbps)
	Min required communication
 range (meters)

	Scenario
	Degree
	
	
	
	
	
	

	Cooperative driving for vehicle platooning
Information exchange between a group of UEs supporting V2X application.
	Lowest degree of automation 
	300-400
(NOTE 2)
	30
	25
	90
	
	



Table 2. High QoS Traffic for Cooperative Driving Application
	Communication scenario description
	Payload (Bytes)
	Tx rate (Message/Sec)
	Max
end-to-end latency
(ms)

	Reliability (%)
(NOTE3)
	Data rate (Mbps)
	Min required Communication range (meters) 
(NOTE 4)

	Scenario
	Degree
	
	
	
	
	
	

	Cooperative collision avoidance  between UEs supporting V2X applications.
	2000
(NOTE 5)
	100
(NOTE 5)
	10
	99.99
	10
(NOTE 1)
	

	Emergency trajectory alignment between UEs supporting V2X application.
	2000
(NOTE 5)
	
	3
	99.999
	30
	500

	Cooperative lane change between UEs supporting V2X applications.
	Lower 
degree of automation
	300-400
	
	25
	90
	
	

	
	Higher degree of automation
	12000
	
	10
	99.99
	
	



Table 3. High QoS Traffic for Sensor Sharing Application
	Communication scenario description
	Payload (Bytes)
	Tx rate (Message /Sec)
	Max 
end-to-end
latency
(ms)
	Reliability (%)
	Data rate (Mbps)
	Min required communication range (meters)

	Scenario
	Degree
	
	
	
	
	
	

	Sensor information sharing between UEs supporting V2X application
	Lower 
degree of automation
	1600
	10
	100
	99
	
	1000

	
	Higher degree of automation
	
	
	10
	95
	25
(NOTE 1)
	

	
	
	
	
	3
	99.999
	50
	200

	
	
	
	
	10
	99.99
	25
	500

	
	
	
	
	50
	99
	10
	1000

	
	
	
	
	10
	99.99
	1000
	50

	Video sharing between UEs supporting V2X application
	Lower 
degree of automation
	
	
	50
	90
	10
	100

	
	Higher degree of automation
	
	
	10
	99.99
	700
	200

	
	
	
	
	10
	99.99
	90
	400



Observation 1: For all high QoS traffic types, the key KPIs are latency (< 50ms) and reliability (>90%).
From the physical layer point of view, the purpose of this communication delay is to perform a certain hand shaking / channel sensing/ resource scheduling / resource reservation / retransmission functionality. These functionalities aim at providing extra robustness to the signal reception to meet the reliability requirement.
Given a large variety in the QoS classes and the limited time to complete the work item, we think that some simplification is necessary. One simple way to achieve this is focus on the default NR slot structure rather than try to design the mini slots. We note that an optimized resource allocation scheme can achieve the lowest delay requirement of 3ms can be achieved using regular slot structure and mini-slots are not needed.  
Observation 2: There is a wide variety of high QoS classification with different combination of delay, reliability and range and some simplification is necessary. One simple way to do so is to avoid designing ‘mini slots’.

Proposal 1: To ensure completion of work item, simplify the design space to focus on default NR slot structure. 
3	Delay and Reliability KPI Analysis
In this section we analyse the benefit of very tight delay requirement as well as high reception rate for V2X application, as those are the 2 main KPIs for high QoS.
 In contrast to Industrial IoT; where there are many moving parts in a small area and thus, there are a lot emphasis on in-time delivery of control command; vehicles are usually spaced much more apart in time and their movement is much more stable. It is well-known that the acceleration/deceleration of vehicle cannot exceed 1-1.5G due to aero-dynamic constraint, road traction condition and passenger discomfort limit. For example, according the data provided in [3], the maximum emergency deceleration is 13.5m/s^2, which can only be achieved on very good road condition (not to consider passenger discomfort). Given that, the delay within a few milliseconds would not contribute much to the overall control performance of the car, even at the extreme limit of speed and acceleration/deceleration.
To further clarify this point, we consider below 3 examples
3.1	Example 1 – Sensor Sharing (Emergency Stop)
[image: ]
Figure 1. Sensor Sharing at Crossroad
We consider the setting in figure 1. Two vehicles are approaching the intersection and hence do not have line of sight vision to each other. There is also a pedestrian approaching the intersection, which is only visible to vehicle A. Vehicle A will send that information to vehicle B. Vehicle B will then be aware of the pedestrian and brake to avoid a crash. 
Table 5. Delay Penalty to Braking Time and Stopping Distance for Emergency Stop
	Speed
 (km/h)
	Decel.
 (m/s^2)
	Braking 
time
	Delay
 (ms)
	Braking 
distance
	Delay penalty
 (%)
	Delay penalty 
(m)

	250
	13.5
	5.14403
	0
	178.6122542
	0.0%
	0

	250
	 
	5.14403
	10
	179.3066987
	0.4%
	0.694444444

	250
	 
	5.14403
	30
	180.6955876
	1.2%
	2.083333333

	140
	 
	2.88066
	0
	56.01280293
	0.0%
	0

	140
	 
	2.88066
	10
	56.40169182
	0.7%
	0.388888889

	140
	 
	2.88066
	30
	57.17946959
	2.1%
	1.166666667

	40
	 
	0.82305
	0
	4.572473708
	0.0%
	0

	40
	 
	0.82305
	10
	4.683584819
	2.4%
	0.111111111

	40
	 
	0.82305
	30
	4.905807042
	7.3%
	0.333333333



We summarize the braking distance and braking time of car B for different value of the communication delays in Table 5. Note that in the braking time we exclude the communication time overhead, while in the braking distance calculation, we include the distance travel during the communication delay (during which the vehicle continues to travel at full speed). We can see that the relative overhead in all cases are below 10%, which is higher at lower speed since the braking time is much shorter for those cases. However, if we look at the absolute penalty for communication delay in meter, the maximum penalty is only around 2m, and such penalty only translates into 0.4% of relative penalty.
3.2	Example 2 -  Emergency Trajectory Alignment (Unknown speed)
We consider in this subsection an example where vehicle B announce its trajectory alignment information to vehicle A. Given this information, vehicle B can estimate the position of vehicle B relative to itself and adjust its trajectory accordingly.
In this example, we assume that the relative location (before vehicle B initiates the trajectory adjustment) is known to vehicle A by other means (e.g. radar, lidar, camera, BSMs or previous trajectory information) but the speed and accelerator/decelerator information is unknown. Because of this, vehicle A will assume that vehicle B will stay at the last known location until the first trajectory adjustment information is received from vehicle B. We summarize in Table 6 the error between this assumed location and the real location of vehicle B in worst case, for different value of communication delay
Table 6. Estimated Position Error in Trajectory Adjustment Scenario (unkown speed)
	 
	Absolute Position Error (m)
	Relative Position Error (m)

	 
	Delay (ms)
	Delay (ms)

	Speed (km/h)
	3
	10
	30
	3
	10
	30

	250
	0.20833
	0.69444
	2.08333
	0.4166667
	1.388889
	4.1666667

	140
	0.11667
	0.38889
	1.16667
	0.2333333
	0.777778
	2.3333333

	60
	0.05
	0.16667
	0.5
	0.1
	0.333333
	1

	40
	0.03333
	0.11111
	0.33333
	0.0666667
	0.222222
	0.6666667

	15
	0.0125
	0.04167
	0.125
	0.025
	0.083333
	0.25



Here we define the relative position as the position of vehicle B in relative to vehicle A while the absolute position is the position of vehicle B with respect to a common reference (e.g. GNSS). As expected, the worst case relative position error is double that of the absolute position error since the worst case relative speed is twice the absolute speed, which is for the case of 2 vehicles moving in opposite direction.  
We can see that even at a very high speed, the largest position error for 30ms of communication delay is only 4.166 meters, which is very small. Another way to look at the position error in this case is to compare with the inter car (bumper to bumper) distance. It is widely assumed to be roughly 2 to 2.5 second of moving time for most human driver. For full autonomous vehicle, this number can even go down to 1 second. Even in that case, the maximum error is still only about 6% (relative position error for 30ms communication delay) inter car distance, which is quite acceptable.
3.3 Example 3 -  Emergency Trajectory Alignment (Known speed)
In the previous example, we consider an emergency trajectory alignment announce of vehicle B, where the speed information is unknown to vehicle A. In practice, most of the time the speed information can be known to vehicle A. For example, in CAM and BSM message format, there is already fields reserved for this information. Most radar, lidar sensor also have speed estimation functionality. Using camera, speed can also be estimated by comparing position in the frame of a tracked vehicle over a series of frames. Thus, most of the time, the missing information is the acceleration/deceleration and direction change of vehicle B, and vehicle A can still update position of vehicle B based on its last known speed with much higher accuracy.
So, we consider in this example this more realistic scenario and try to derive the position estimation error. The first observation is that regardless of the direction of the vehicle B, the maximum position error is always for the case it changes it speed is in opposite direction with that of vehicle B. One example of this is when A and B is moving in the same direction, A is accelerating, and B is decelerating. Another example is when A and B move in opposite direction, and they are both accelerating. For this reason, we ignore the information about the direction change and only consider 1 parameter, namely the relative acceleration between 2 vehicles (analysis for deceleration is identical). The results are in Table 7. 

Table 7. Estimated Position Error in Emergency Trajectory Adjustment (known speed)
	Acceleration
(m/s^2)
	Position Error (m)

	
	Delay (ms)

	
	3
	10
	30

	27
	0.00012
	0.00135
	0.01215

	18
	8.1E-05
	0.0009
	0.0081

	12
	5.4E-05
	0.0006
	0.0054

	6
	2.7E-05
	0.0003
	0.0027



We can clearly see that the error here is even of the order of centimetres at most. Event when we compare this with the inter-car distance for 15km/h, which is about 4.2 meters, this position error is negligible. 
3.4 Analysis of Delay – Reliability Trade off
In the previous examples, we have analysed the impact of the communication delay of the first packet delivery to the overall performance of vehicle controlling. As it has been established in Section 2 that in some extreme cases, it may be impossible to satisfy both delay and reliability requirement at the same time, meeting the reliability requirement while slightly violating the delay requirement is more beneficial than vice versa.
Observation 3: In case that both reliability and delay requirement cannot be met at the same time. Meeting the reliability requirement while slightly violating the delay requirement is more beneficial than vice versa.
4 	Other Challenges in Supporting High QoS Traffic
4.1 Range Requirement
As we can see from the reference QoS requirements from SA2 in Section 2, some type of traffic requires very long range. At the long range, hidden node is of an issue since the transmitter will not know that there will be an interferer on its own. Thus, a certain type of handshaking mechanism, similar to RTS/CTS need to be employed. Alternatively, a certain scheduling entity that have global knowledge about locations of all the UEs in the network can also help significantly.
Proposal 2: Hidden node issue need to be solve for high reliability traffic at long range.
4.2 Half Duplex Consideration
Another issue for high reliability reception is half duplex. NR V2X will operate at 5.9GHz in TDD manner. So, every time a UE is transmitting something, it cannot receive anything. From a high reliable packet reception point of view, this packet can be lost by either:
· colliding with another reliable packet transmitted by that UE.
· colliding with a normal QoS packet transmitted by that UE.
So, assuming an on-time ratio of only 1%, half duplex alone can violate most of the reliability requirements. This calls out for an effective mechanism to separate high reliability packet (reliability requirement > 99%) and normal type of traffic in time domain, both from the network point of view and from the UE point of view. Furthermore, the amount of high reliability packets that can be concurrent transmitted in an FDM manner should also be strictly limited.
Proposal 3: Study mechanisms to handle loss of reliability due to half duplex issues.
4.3 Spectrum Sharing for Different QoS Traffic. 
[bookmark: _GoBack]To transport different types of QoS traffic, one can use either a single physical layer procedure and frame structure with each traffic type map to a different set of parameters. However, experience from eMBB URLLC design shows that specialized procedure and frame structure may be needed for very high reliability (> 99.99% or > 99.999%). In this case, mechanisms must be in place so that these frame structures can coexist in harmony. The relation between the capacity reduction for normal QoS traffic and the maximum supported capacity for high QoS ought to be studied and understood. Even before that, the definition of network capacity should also be revisited in the decentralized setting of vehicular communication.
Observation 4: specialized frame structure and procedure is needed for ultrahigh QoS traffic.

5	Conclusion
In this paper, we analyze the QoS parameter provided by SA2, and make the following observations:
Observation 1: For all high QoS traffic types, the key KPIs are latency (< 50ms) and reliability (>90%).

Observation 2: There is a wide variety of high QoS classification with different combination of delay, reliability and range and some simplification is necessary. One simple way to do so is to avoid designing ‘mini slots’.
Observation 4: In case that both reliability and delay requirement cannot be met at the same time. Meeting the reliability requirement while slightly violating the delay requirement is more beneficial than vice versa.
Observation 5: specialized frame structure and procedure is needed for ultra high QoS traffic.
Base on the above observations, we propose the following in terms of scoping.

Proposal 1: To ensure completion of work item, simplify the design space to focus on default NR slot structure. 
For the design principles, we propose
Proposal 2: Hidden node issue need to be solve for high reliability traffic at long range.
Proposal 3: Study mechanisms to handle loss of reliability due to half duplex issues.
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