[bookmark: OLE_LINK3]3GPP TSG RAN WG1 Meeting #94			R1-1809170
Gothenburg, Sweden, August 20th – 24th, 2018 

Source:	NTT DOCOMO, INC.
Title:	Preliminary evaluation results of connection density for IMT-2020 self-evaluation
[bookmark: Source]Agenda Item:	7.2.7.2
[bookmark: DocumentFor]Document for: 	Discussion 
1. Introduction
[bookmark: _GoBack]Connection density evaluation is used to exam the total number of devices fulfilling a specific quality of service (QoS) per unit area (per km2) [1]. The requirement is fulfilled if the 99th percentile of the delay per user is less than or equal to 10s and the connection density is greater than or equal to 1,000,000 devices per km2[2].  
ITU-R defines two possible evaluation methods to evaluate connection density requirement, one is non-full buffer system-level simulation, the other is full buffer system-level simulation followed by link-level simulation [2]. In our evaluation, the methodology of non-full buffer system-level simulation is chosen. The detailed steps of the methodology is shown below.   

Methodology of non-full buffer system-level simulation:
 
· Step 1: Set system user number per TRxP as N.
· Step 2: Generate the user packet according to the traffic model.
· Step 3: Run non-full buffer system-level simulation to obtain the packet outage rate. The outage rate is defined as the ratio of the number of packets that failed to be delivered to the destination receiver within a transmission delay of less than or equal to 10s to the total number of packets generated in Step 2.
· Step 4: Change the value of N and repeat Step 2-3 to obtain the system user number per TRxP N’ satisfying the packet outage rate of 1%.
· Step 5: Calculate connection density by equation C = N’ / A, where the TRxP area A is calculated as A = ISD2 × sqrt(3)/6, and ISD is the inter-site distance.


At the RAN1#93 meeting, it is agreed that both the time duration of UL data transmission and procedures of synchronization, RACH and RRC Resume should be considered when calculating each packet’s total delay [3]. Based on the above, we present initial results of connection density based on NB-IoT. 
2. Evaluation assumption  
The evaluation assumptions are configured according to the Dense Urban – mMTC described in [4] with some additional NB-IoT system-level simulation parameters shown in Table 1. 

TABLE 1
Evaluation Assumption
	Paremetrs
	Urban Macro–mMTC

	
	Config A
	Config B

	Carrier frequency for evaluation
	700 MHz
	700 MHz

	BS antenna height
	25 m
	25 m

	UE power class
	23 dBm
	23 dBm

	Percentage of high loss and low loss building type 
	20% high loss, 80% low loss  (applies to Channel model B)
	20% high loss, 80% low loss  (applies to Channel model B)

	Inter-site distance
	500 m
	1732 m

	Number of antenna elements per TRxP
	16 Tx/Rx = (M,N,P,Mg,Ng) = (8,1,2,1,1), (dH,dV) = (0.5, 0.8)λ

+45°, -45° polarization
	16 Tx/Rx = (M,N,P,Mg,Ng) = (8,1,2,1,1), (dH,dV) = (0.5, 0.8)λ

+45°, -45° polarization

	Number of TXRU per TRxP
	2TXRU=(Mp,Np,P,Mg,Ng) = (1,1,2,1,1)
	2TXRU=(Mp,Np,P,Mg,Ng) = (1,1,2,1,1)

	Number of UE antenna elements 
	1Tx/Rx

0° polarization
	1Tx/Rx

0° polarization

	Number of TXRU per UE
	1TXRU
	1TXRU

	Device deployment
	80% indoor, 20% outdoor
Randomly and uniformly distributed over the area
	80% indoor, 20% outdoor
Randomly and uniformly distributed over the area

	UE mobility model
	Fixed and identical speed |v| of all UEs of the same mobility class, randomly and uniformly distributed direction.
	Fixed and identical speed |v| of all UEs of the same mobility class, randomly and uniformly distributed direction.

	UE speeds of interest
	3 km/h for indoor and outdoor
	3 km/h for indoor and outdoor

	Inter-site interference modeling
	Explicitly modelled
	Explicitly modelled

	BS noise figure
	5 dB
	5 dB

	UE noise figure
	7 dB 
	7 dB 

	BS antenna element gain
	8 dBi
	8 dBi

	UE antenna element gain
	0 dBi
	0 dBi

	Thermal noise level
	-174 dBm/Hz
	-174 dBm/Hz

	Simulation bandwidth
	1 PRB
	1 PRB

	UE antenna height
	1.5 m
	1.5 m

	Channel model variant
	Alt. 2: Channel model B
	Alt. 2: Channel model B

	TRxP number per site
	3
	3

	Mechanic tilt 
	90° in GCS (pointing to horizontal direction)
	90° in GCS (pointing to horizontal direction)

	Handover margin (dB)
	0
	0

	TRxP boresight
	30 / 150 / 270 degrees 
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	30 / 150 / 270 degrees 
[image: cid:image004.png@01D19614.C45E6D10]

	UT attachment
	Based on RSRP (formula) from port 0
	Based on RSRP (formula) from port 0

	Wrapping around method
	Geographical distance based wrapping
	Geographical distance based wrapping

	Minimum distance of TRxP and UE
	d2D_min=10m 
	d2D_min=10m 

	Polarized antenna model
	Model-2 in TR36.873
	Model-2 in TR36.873

	Electronic tilt
	99° in LCS  
	93° in LCS

	Traffic model
	With layer 2 PDU (Protocol Data Unit) message size of 32 bytes:
1 message/2 hours/device

	System layout
	7 sites, 3 sectors per site

	Scheduling strategy
	Proportional Fair

	Channel estimation 
	Real channel estimation

	UL power control parameter 
	Alpha = 0.6, P0 = -60 dBm



3. Evaluation results 
In this section, we evalute the connection density based on NB-IoT and  present the initial results of  Urban Macro–mMTC Config A/B in Table 2 and Table 3. Furthermore, the CDF curves of delay for both Config A and Config B are shown in Figure 1 and Figure 2.
From evaluation results of mMTC Config.A shown in Table 2, it is found that NB-IoT with 1 PRB could support the 8,000,000 devices /km2/180kHz with outage rate smaller than 1%. Then 1 PRB for NB-IoT transmission could satisfy the ITU requirement of 1,000,000 devices/km2.  
Form evaluation results of mMTC Config.B shown in Table 3, it is found that NB-IoT with 1 PRB could support the 833,333 devices /km2/180kHz with outage rate smaller than 1%. Then 2 PRBs for NB-IoT transmission could satisfy the ITU requirement of 1,000,000 devices/km2.  

TABLE 2
Initial evaluation result for Urban Macro–mMTC Config A
	Connection density
(devices/km2/180kHz)
	5,000,000
	6,000,000
	7,000,000
	8,000,000

	Outage rate (%)
	0
	0
	0
	0

	Connection efficiency (devices/Hz/TRxP)
	2
	2.4
	2.8
	3.2

	Spectrum efficiency
(bps/Hz/TRxP）
	0.0711
	0.0853
	0.0996
	0.1138


TABLE 3
Initial evaluation result for Urban Macro–mMTC Config B
	Connection density
(devices /km2/180kHz)
	500,000
	583,333
	666,666
	833,333

	Outage rate (%)
	0.1
	0.14
	0.26
	0.77

	Connection efficiency (devices/Hz/TRxP)
	2.4056
	2.8064
	3.2074
	4.0093

	Spectrum efficiency（bps/Hz/TRxP）
	0.0855
	0.0997
	0.1140
	0.1426



In [3], it is defined that total delay is calculated as follow. 
[image: ]
where tUL_data is the UL data transmission time duration, and t1, t2, and t3 are the time delay for step i (excluding UL data transmission step) in the evaluation procedure defined in [3]. Outage rate in Table 2 and 3 is defined as the rate of device that its total delay of transmission is larger than 10 second. 
Figure 1 shows CDF of the total delay for mMTC Config. A when the connection density is 8,000,000 devices /km2/180kHz. Figure 2 shows CDF of the total delay for mMTC Config. B when the connection density is 833,333 devices /km2/180kHz.
[image: C:\Users\fengr\AppData\Local\Microsoft\Windows\INetCache\Content.Word\TotalDelay.jpg]
Figure 1 CDF curve of delay for Urban Macro–mMTC Config A with connection density of 8,000,000 devices /km2/180kHz
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Figure 2 CDF curve of delay for Urban Macro–mMTC Config B with connection density of 833,333 devices /km2/180kHz

Based on above evaluation results, we have following observations.
Observation 1: The minimum requirement for connection density can be met for Urban Macro–mMTC Config A using bandwidth of one PRB.
Observation 2: The minimum requirement for connection density can be met for Urban Macro–mMTC Config B using bandwidth of two PRBs.
4. Summary
In this contribution, we provide the preliminary results of connection density based on NB-IoT in both scenarios of Urban Macro–mMTC Config A and B. Based on the evaluation results, we have the following observations.  
Observation 1: The minimum requirement for connection density can be met for Urban Macro–mMTC Config A using bandwidth of one PRB.
Observation 2: The minimum requirement for connection density can be met for Urban Macro–mMTC Config B using bandwidth of two PRBs.
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