3GPP TSG RAN WG1 #94
R1-1808691
20 August - 24 August 2018
Gothenburg, Sweden
Agenda item:
7.2.3.1
Source: 
Intel Corporation
Title: 
PHY layer enhancements for NR IAB
Document for:
Discussion and decision
1   Introduction
In RAN1#93 [1], different aspects on PHY layer enhancements for NR IAB have been discussed and several agreements have been made regarding IAB node discovery and RRM, TA-based synchronization, PRACH for access and backhaul links, resource allocation and scheduling, cross-link interference management, etc. 
In this contribution, based on those discussion and agreements, we further elaborate those topics and present our views on the PHY layer enhancements for NR IAB.
2   Synchronization and initial access
2.1   IAB node discovery and RRM

RAN1#93 has agreed that IAB supports detection and measurement of candidate backhaul links (after initial access) which utilizes resources that are orthogonal in time from those used by access UEs for cell detection and measurement, to support the half-duplex constraint from the perspective of a given IAB node. 

RAN1#93 has also agreed to consider the following solutions.
1. TDM of SSBs (within a half-frame or across half-frames)

2. SSB muting across IAB nodes

3. Additional IAB node discovery signal TDM with SSB (e.g. CSI-RS)

4. Use of off-raster SSBs

5. Different SSB transmission periodicity for access and backhaul 

Solutions 1 and 5 can be achieved based on Rel-15 NR design. No additional specification effort is needed. Solution 2 may have impact to access UEs associated with the IAB node with SSB muting. Solution 3 only works for synchronized network, otherwise SSB still need to detect before CSI-RS reception. Solution 4 will need to define new SSB raster and an IAB node may need to transmit SSBs with two raster values so that to minimize the impact to Rel-15 access UEs.  

Comparing the solutions, we propose to use Solutions 1 or 5 as baseline solution and use Solution 3 as a supplementary solution. To coordinate the SSB resource or periodicity across IAB nodes, either RRC or F1-AP signalling can be applied. 
Proposal 1: For NR IAB node discovery and RRM, use Solutions 1 or 5 as baseline solution and use Solution 3 as a supplementary solution.

Proposal 2: To coordinate the SSB resource or periodicity across IAB nodes, either RRC or F1-AP signalling can be applied.
2.2   Signalling for UE/RN cell selection in multi-hop
In an IAB network, the E2E user perceived throughput would be affected by factors such as channel condition of the backhaul links, the number of hops, the backhaul link traffic load as well as the access link channel condition. When UE performs cell selection, the backhaul link condition should be factored in. To this end, three options can be considered. 

· Option 1: use access barring.

· Option 2: adjust RSRP threshold in initial access based on backhaul link condition.

· Option 3: explicit signal information on backhaul link condition in MSI, RMSI or OSI.

For Option 1 there are two ways to implement under current NR specification 
· Option 1a: use cellBarred indication in MIB;

· Option 1b: use access class barring in RRC connection control by sending RRC Connection Reject.

For Option 1a, an IAB UE checks the cellBarred indication in the MIB to know whether access barring is enabled. Since MIB is broadcast in PBCH of SSB, the power consumption and the latency for UE to know whether the cell is barred or not is the smallest compared with other Options. However, by setting the access barring in MIB, all UEs are barred from connecting the IAB RN transmitting the cellBarred indication. 

For Option 1b, the IAB RN receives RRC Connection Request sent from a UE, and decides whether this request should be rejected or accepted. As RRC connection establishment is conducted after UE initial access, Option 1b has long latency and the high power consumption on IAB RN and UE side.

For Option 2, the IAB RN can adjust its RSRP threshold based on backhaul link condition and broadcast the information in SIB1. During UE initial access procedure, after the UE receiving SSB and decode SIB1, the UE will compare its RSRP with the threshold and decide whether to connect to this IAB RN or not. 

For Option 3, since explicit signal information on backhaul link condition is added in MSI, RMSI or OSI, there will be additional signaling load and also specification impact. 

We list the comparisons of those Options in Table 2‑1. Based on the comparison, Option 1a and Option 2 are preferred considering latency, power consumption, and specification effort.
Table 2‑1: Comparisons of different Options
	
	Option 1a
	Option 1b
	Option 2
	Option 3

	Access control signalling 
	MIB/PBCH
	RRC Connection Reject Message
	SIB1/PDSCH
	MIB/PBCH

SIBx/PDSCH

	UE power consumption


	Low 
	High 
	Medium 
	Medium 

	IAB RN power consumption
	 Low 
	Medium 
	Low 
	Low 

	Latency
	Low 
	High 
	Medium 
	Medium 

	Specification Impact
	Minimum
	Minimum
	Minimum
	Have  specification impact

	Effectiveness on access control 
	Cell-specific access control. 
	UE-specific access control
	UE-specified access control
	UE decide cell access based on backhaul information 


Proposal 3: For UE or RN cell selection, the backhaul link condition should be factored in. The following two options are preferred considering latency, power consumption and specification effort:

· Option 1a: use cellBarred indication in MIB;

· Option 2: adjust RSRP threshold in initial access based on backhaul link condition.

Proposal 4: For Rel-16, no additional specification effort is needed for IAB node selection considering backhaul link condition. Further enhancement can be considered in future releases. 
2.3   TA-based synchronization
RAN1#93 has agreed that IAB supports TA-based synchronization between IAB nodes, including across multiple backhaul hops. The following cases should be further studied:

· Case 1: DL transmission timing alignment across IAB nodes and donor nodes

· Case 2: DL and UL transmission timing is aligned within an IAB node

· Case 3: DL and UL reception timing is aligned within an IAB node

· Case 4: within an IAB node, when transmitting using case 2 while when receiving using case 3

· Case 5: Case 1 for access link timing and Case 4 for backhaul link timing within an IAB node in different time slots

In our previous contributions [2]-[3], we have discussed the pros and cons of Cases 1-4. For Case 5, Figure 2-1 illustrates the timing relationship between backhaul link and access links. It can be seen that by Case 5, IAB node RN1 will maintain two types of DL timing, one for backhaul DL to RN2 (BH1 DL), and another for access DL to UE1 (AC1 DL). As a result, a UE will receive two set of SSBs from its serving RN if the serving RN has another child RN, which will confuse the legacy UEs. 

[image: image1.emf]BH0 DL

BH0 UL

AC DL

AC UL

Donor

RN2

T

P,UE1

BH0 DL

BH0 UL

BH1 DL

BH1 UL

RN1

T

P,RN1

BH0

BH1

AC1 UL

BH0 DL

BH0 UL

Donor

UE1

BH0 DL

BH0 UL

BH1 UL

RN1

T

P,RN1

BH0

AC1

AC1 DL

AC1 UL

BH1 DL

BH1 UL

T

P,RN2

-T

P,RN1

(a) RN1 serving RN2 through BH1

(b) RN1 serving UE1 through AC1

AC1 DL

BH1 DL

Figure 2‑1: Timing relation of Case 5

In Table 2‑2, we list the comparison discussion of these five cases regarding main benefit, levels of alignment in IAB RN, impact on TDM/FDM/SDM, time to sync when switching to another IAB RN and impact on Rel.15 UE. 
Table 2‑2 Comparisons of five cases on different aspects
	
	Case 1
	Case 2
	Case 3
	Case 4
	Case 5

	Main Benefit
	All nodes in the network use the same timing reference for DL Tx. 
	A RN can transmit in the AC DL/BH UL at the same time using a single baseband.
	A RN can receive in the AC DL/BH UL at the same time using a single baseband. 
	A RN can transmit and receive in the AC DL/BH UL at the same time using a single baseband. 
	All access links in the network use the same timing reference for DL transmission. 

A RN can transmit and receive signals on the different backhaul links at the same time using a single baseband. 

	Impact on TDM/FDM/SDM  
	Support TDM; also support FDM/SDM when backhaul and access use two basebands/panels. 
	Support TDM; also support FDM/SDM for RN Tx with single baseband/panel.
	Support TDM; also   support FDM/SDM for RN Rx with single baseband/panel.
	Support TDM/FDM/SDM with single baseband/panel.
	AC link:  Support TDM; also support FDM/SDM when backhaul and access use two basebands/panels. 
BH link: support TDM/FDM/SDM with single baseband/panel.

	Time to sync when switching to another IAB RN
	Short
	Long
	Long
	Long
	Long

	Impact on Rel.15 UE
	No impact
	No impact
	No impact
	No impact
	High impact


Table 2‑3 and Table 2‑4 summarize the guard period requirements for switching between the DL and UL at the RN and UE, respectively. In the table, TP,X denotes the propagation delay between node X and its parent node, whereas TS denotes the time duration required for transmission and reception switch. 

Table 2‑3: Guard period required at RN

	
	Case 1
	Case 2
	Case 3
	Case 4
	Case 5

	From BH DL Rx


	To BH DL Rx
	-
	-
	-
	-
	-

	
	To BH UL Tx
	TS+2∙TP,RN
	TS+2∙TP,RN
	TS+2∙TP,RN
	TS+2∙TP,RN
	TS+2∙TP,RN

	
	To AC DL Tx
	TS+TP,RN
	TS+2∙TP,RN
	TS
	TS+2∙TP,RN
	TS+TP,RN

	
	To AC UL Rx
	TP,RN
	2∙TP,RN
	0
	0
	TP,RN

	
	To BH Child DL Tx
	TS+TP,RN
	TS+2∙TP,RN
	TS
	TS+2∙TP,RN
	TS+2∙TP,RN

	
	To BH Child UL Rx
	TP,RN
	2∙TP,RN
	0
	0
	0

	From BH UL Tx
	To BH DL Rx
	max{TS-2∙TP,RN,0}
	max{TS-2∙TP,RN,0}
	max{TS-2∙TP,RN,0}
	max{TS-2∙TP,RN,0}
	max{TS-2∙TP,RN,0}

	
	To BH UL Tx
	-
	-
	-
	-
	-

	
	To AC DL Tx
	0
	0
	0
	0
	0

	
	To AC UL Rx
	max{TS-TP,RN,0}
	TS
	max{TS-2∙TP,RN,0}
	max{TS-2∙TP,RN,0}
	max{TS-TP,RN,0}

	
	To BH Child DL Tx
	0
	0
	0
	0
	0

	
	To BH Child UL Rx
	max{TS-TP,RN,0}
	TS
	max{TS-2∙TP,RN,0}
	max{TS-2∙TP,RN,0}
	max{TS-2∙TP,RN,0}

	From AC DL Tx
	To BH DL Rx
	max{TS-TP,RN,0}
	max{TS-2∙TP,RN,0}
	TS
	max{TS-2∙TP,RN,0}
	max{TS-2∙TP,RN,0}

	
	To BH UL Tx
	TP,RN
	0
	2∙TP,RN
	0
	0

	
	To AC DL Tx
	-
	-
	-
	-
	-

	
	To AC UL Rx
	TS
	TS
	TS
	max{TS-2∙TP,RN,0}
	TS

	
	To BH Child DL Tx
	-
	-
	-
	-
	-

	
	To BH Child UL Rx
	TS
	TS
	TS
	max{TS-2∙TP,RN,0}
	max{TS-2∙TP,RN,0}

	From AC UL Rx
	To BH DL Rx
	0
	0
	0
	0
	0

	
	To BH UL Tx
	TS+TP,RN
	TS
	TS+2∙TP,RN
	TS+2∙TP,RN
	TS+2∙TP,RN

	
	To AC DL Tx
	TS
	TS
	TS
	TS+2∙TP,RN
	TS

	
	To AC UL Rx
	-
	-
	-
	-
	-

	
	To BH Child DL Tx
	TS
	TS
	TS
	TS+2∙TP,RN
	TS+2∙TP,RN

	
	To BH Child UL Rx
	-
	-
	-
	-
	-


Table 2‑4: Guard period required at UE

	
	Case 1
	Case 2
	Case 3
	Case 4
	Case 5

	From AC DL Rx
	To AC DL Rx
	-
	-
	-
	-
	-

	
	To AC UL Tx
	TS+2∙TP,UE
	TS+2∙TP,UE
	TS+2∙TP,UE
	max{TS+2∙(TP,UE-TP,RN),0}
	TS+2∙TP,UE

	From AC UL Tx
	To AC DL Rx
	max{TS-2∙TP,UE,0}
	max{TS-2∙TP,UE,0}
	max{TS-2∙TP,UE,0}
	max{TS-2∙(TP,UE-TP,RN),0}
	max{TS-2∙TP,UE,0}

	
	To AC UL Tx
	-
	-
	-
	-
	-


Comparing the cases, all the cases support FDM and SDM between backhaul and access links when different baseband and antenna panels are used for backhaul and access. Case 1 achieves synchronization among network nodes while other cases could not. The benefits of Case 2-5 on supporting FDM/SDM in a single baseband may not overweight the potential problems of synchronization among network nodes. We therefore suggest to use Case 1 for NR IAB.  
Proposal 5: For NR IAB synchronization, support Case 1 for NR IAB. . 
2.4   PRACH for access and backhaul links

RAN1#93 has agreed to study mechanisms for multiplexing of PRACH transmissions from UEs and PRACH transmissions from IAB nodes.  

When operating in half-duplex mode, an IAB RN cannot receive the PRACH from its child node (a UE or child IAB RN) and transmit PRACH to its parent node (DN or parent IAB RN) simultaneously. Hence, PRACH resources used in adjacent hops need to be orthogonal. 
In current NR specifications, random access configuration determines the PRACH preamble format and the transmitting timing, which is broadcasted in RRC parameter prach-ConfigIndex. In TS38.211 Table 6.3.3.2-2 [4], 256 NR random access configuration (sorted by PRACH Configuration Index) has been listed for FR1 and paired spectrum. However, different PRACH Configuration Index does not completely guarantee the orthogonality of PRACH transmitting time. We list Random Access Configuration 0 and 4 in Table 2‑5 as a comparison example. For PRACH Configuration Index 0, it allows PRACH preamble format 0 transmission with the radio frame number satisfying n_SFN mode 16 = 1, which means PRACH preamble format 0 is allowed to be transmitted at SFN = 1,17,33,… with subframe number 0. For PRACH Configuration Index 4, it allows PRACH preamble format 0 transmission with the radio frame number satisfying n_SFN mode 8 = 1, which means PRACH preamble format 0 is allowed to be transmitted at SFN = 1,9,17,25,33,… with subframe number 0. We can see that if an IAB RN and its child node are applying those two random access configurations, there is still a chance that those two configurations will require the IAB RN to listen and transmit at the same time, if both PRACH preambles are transmitted at SFN = 1 or 17 or 33, etc. 
Table 2‑5 Random Access Configuration 0 and 4 from TS38.211 Table 6.3.3.2-2
	PRACH Configuration Index
	Preamble Format
	n_SFN mode x = y
	Subframe number
	Starting Symbol

	
	
	x
	y
	
	

	0
	0
	16
	1
	0
	0

	4
	0
	8
	1
	0
	0


Hence, for an IAB RN to operate in half-duplex mode, the PRACH Configuration Index of the IAB RN and its child node needs to be carefully chosen to guarantee the orthogonality among adjacent hops. The limited number of current available orthogonal random access configurations may limit the flexibility of the IAB network.  
Observation 1: Different PRACH Configuration Index does not guarantee the orthogonality of PRACH transmitting time in an IAB RN and its child node. 

Proposal 6: For an IAB RN to operate in half-duplex mode, the PRACH Configuration Index of the IAB RN and its child node needs to be carefully chosen to guarantee the orthogonality among adjacent hops. 

3   Resource allocation and scheduling

RAN1#93 has agreed that semi-static (on the timescale of RRC signalling) should be supported for resource (frequency, time in terms of slot/slot format, etc.) coordination between IAB nodes. 
In a CU-DU split architecture, semi-static resource allocation can be done centrally at the CU and signal to the IAB nodes either via RRC message or via F1-AP message. The CU could coordinate the time/frequency resource allocation among IAB nodes considering factors such as overall system throughput, per cell capacity and QoS, etc. 
In the time domain, Rel-15 NR design allows semi-static configuration on cell-specific DL-UL-F configurations and the set of slot format combinations. By our current understanding, the current design is flexible and sufficient for time domain resource allocation and coordination among IAB nodes. Figure 3‑1 shows an example on TDD UL DL configuration among multiple IAB relay hops. 
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Figure 3‑1 Example on TDD UL DL configuration among multiple IAB relay hops
In the frequency domain, the current F1-AP design support resource allocation in RB level (via information elements NR Frequency band info and Transmission Bandwidth). It should be sufficient for resource coordination among NR IAB nodes. 
On scheduling, as it was agreed in RAN#93 that downlink IAB transmissions (transmissions from an IAB node to child IAB nodes and UEs directly under the IAB node) should be scheduled by the IAB node itself, uplink IAB transmission (transmissions from an IAB node to its parent node) should be scheduled by the parent node, the current NR scheduling design should be sufficient. 

Observation 2: The semi-static configuration on cell-specific DL-UL-F configurations and the set of slot format combinations in Rel-15 NR design is expected to be sufficient for time-domain resource allocation for IAB nodes.  
Observation 3: Rel-15 NR design support frequency resource allocation across IAB nodes in RB level. 
4   Throughput enhancement

4.1   Schemes to offset throughput loss due to half-duplex constraint

With half-duplex constraint, the end-to-end latency increases as the number of hops increases. For a two hop relay link as shown in Figure 4‑1, and assuming the backhaul link and the access link are about the same throughput, the time required to deliver a packet doubles due to transmission over two hops as illustrated in Figure 4‑2.  
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Figure 4‑1: Example of two hops relaying
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Figure 4‑2: Example of transmission scheme with a single RN connection

The impact on user perceived throughput is further evaluated in system level simulation as shown in Figure 4‑3 and Figure 4‑4. The simulation is done in a dense urban scenario with wired backhaul for macro TRP and wired or wireless backhaul for micro TRP. More detailed simulation assumptions can be found in Scenario 1 of Table Appx-1 in the Appendix. For comparison, four test cases are simulated: 

· Case 1: all UEs connect to the macro TRP without the RN.
· Case 2: UE can connect to either of the macro TRP or the RN based on highest RSRP. Micro TRP has fiber connection in backhaul.

· Case 3: UE can connect to either of the macro TRP or the RN based on highest RSRP. Micro TRP uses wireless backhauling with macro TRP as donor. 

· Case 4: all UEs connect to the micro TRP. Micro TRP uses wireless backhauling with macro TRP as donor. 
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Figure 4‑3: Comparison of UPT for Cases 2 and 3
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Figure 4‑4: Comparison of UPT for Cases 1, 3, and 4
Figure 4‑3 shows UPT comparison for Cases 2 and 3. The 50th percentile DL UPT of Case 2 is around two times of that of Case 3 mainly because the end-to-end latency of Case 3 is almost doubled when the UE connects to the wireless backhauled micro TRP with half-duplex constraint. The gap between Cases 2 and 3 is reduced by 10% at around 80% percentile UPT mainly due to the UEs connect to macro TRP directly. Also, it can be observed that 9 micro TRPs outperforms 3 and 6 micro TRPs in Case 2 while 6 micro TRPs outperforms 3 and 9 micro TRPs in Case 3. The reason can be that when adding micro TRPs in Case 3, UEs tends to associate with micro TRPs based on highest RSRP. However, communication via micro TRPs with wireless backhaul adds delay. This result suggests that with wireless backhaul and half-duplex constraint, to fully benefit from densification, proper cell association need to be applied (as discussed in Section 2.2  of the paper).   

Figure 4‑4 shows UPT comparison for Cases 1, 3, and 4. The results double confirms the observation in Figure 4‑3. The UPT performance of Cases 3 is improved than that of Cases 1 and 4 across all UPT regions as the UEs are allowed to connect to either of the macro TRP or micro TRP. At the 80%-tile of the UPT curves, Case 1 and Case 3 are close in UPT performance, which is the region that UEs directly connect to macro TRP. Case 4 outperforms Case 1 in low UPT region while underperforms in high UPT region. This suggests the benefit of relaying in coverage enhancement. 

To offset the impact of half-duplex constraint, one possible approach is to use multiple RN connections as follows.
· Option 1: alternatively transmit packets on the backhaul and access links through multiple RN connections.
Taking DL transmission in the two hops relaying scenario as an example, the DN sends N segments to N RNs over N slots in a round-robin manner. Each RN forwards its received segment to the UE in the subsequent time slot. Figure 4‑5 illustrates the transmission scheme of Option 1. This procedure is similarly derived for UL transmission.
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Figure 4‑5: Example of transmission scheme of Option 1
· Pros: the end-to-end delay can be reduced, e.g., delivering N segments to the UE requires N+1 time slots.
· Cons: the concurrent transmission on the backhaul link and the access link may interfere with each other resulting in a reduced throughput.

· Option 2: joint transmission using MU-MIMO in the backhaul link and using CoMP in the access link.
Taking DL transmission in the two hops relaying scenario as an example, the DN sends N segments to N RNs simultaneously in one slot by MU-MIMO. Then, the RNs forward the segment to the UE simultaneously in the following slot by cooperative joint transmission. The DN does not send the new segments to the RNs while they are transmitting to the UE. Figure 4‑6 illustrates the transmission scheme of Option 2. Note that the CoMP capacity in the access link is limited by the UE’s DL reception capacity. The N value is limited by the UE’s DL/UL reception/transmission capability. 
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Figure 4‑6: Example of transmission scheme of Option 2
· Pros: the end-to-end delay can be reduced, e.g., delivering N segments to the UE requires N time slots.
· Cons: the cooperative RNs for DL transmission need to be synchronized in the time and frequency in order to avoid interference. 
Please note that the above described approaches helps in improve throughput from a link’s perspective, however, it may not help to improve overall system throughput when traffic load is high. As these approaches essentially consume additional resources to compensate for latency. 

Observation 4: IAB relaying is effective in improving coverage. But the user perceived throughput could be undermined due to half-duplexed constraint. 
Proposal 7: Study approaches to offset the impact of half-duplex constraint on per link and overall system performance.
4.2   Cross-link interference management

RAN1#93 has agreed that cross-link interference (CLI) mitigation techniques should be able to manage the inter IAB node interference scenarios of four cases, which are also shown in Figure 4‑7. 

·    Case 1: Victim IAB node is receiving in DL in the backhaul link, interfering IAB node is transmitting in UL in the backhaul link.

·    Case 2: Victim IAB node is receiving in DL in the backhaul link, interfering IAB node is transmitting in DL in the access link.

·    Case 3: Victim IAB node is receiving in UL in the access link, interfering IAB node is transmitting in UL in the backhaul link.

·    Case 4: Victim IAB node is receiving in UL in the access link, interfering IAB node is transmitting in DL in the access link.
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Figure 4‑7: Four cases of inter IAB node interference scenarios
To address the cross-link interference, one way is to properly assign semi-static TDD configurations across network nodes to avoid interference. The semi-static TDD configurations need to ensure

· TDM among adjacent hops

· Same TDD configuration among IAB nodes in a same hop 

The downside of this approach is lack of flexibility and inefficient use of time/frequency resource. Also, it may not work for mesh networks without a clear order of hops. 

Another approach is to let each IAB node measure the interference level from its surrounding IAB nodes considering the two transmission directions of each surrounding IAB node (i.e., IAB node transmitting in UL in backhaul and transmitting in DL in access). Each IAB node can then report the measurement to CU for proper coordination among the IAB nodes. The effectiveness of this approach depends on the level of details the measurement and reporting provide (e.g., reporting on the aggregated interference level from all neighbouring IAB nodes, or reporting on the interference from each neighbouring IAB node) and the capability of the measurement report to track traffic variation. 

During the NR CLI management for dynamic TDD study, we proposed a link adaptation approach based on measurement that emulates the upcoming interference level. The design is illustrated in Figure 4‑8, where

· DCI in slot #n will provide (preliminary) resource allocation for slot #(n+1)

· Based on the resource allocation, DL RS or UL RS (e.g., DL/UL DMRS) are transmitted in subsequent symbols

· The RS transmission direction is the same as the scheduled slot #(n+1)’s direction, i.e., if slot #(n+1) is a DL slot, then DL-RS is transmitted in slot #n; if slot #(n+1) is an UL slot, then UL-RS is transmitted in slot #n.   
· The DL-RS and UL-RS are transmitted in colliding symbols 

· The receiver estimates CQI based on the RS which is used for link adaptation in slot#(n+1)   

It can be seen that the RS transmitted in slot #n emulates the channel and interference condition that slot #(n+1) would experience at the receiver, irrespective of the transmission direction and type of the link (backhaul, access). Also, the scheme is designed for distributed operation without central controller. For more details on the scheme, please refer to our previous contributions [5]-[7].  
Proposal 8: Consider link adaptation based on measurement that emulates the upcoming interference level for NR IAB CLI management. 
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Figure 4‑8: Proposed DL/UL-RS transmission for CLI mitigation

4.3   TDM/FDM/SDM at IAB RN

RAN1#93 has agreed that IAB supports TDM, FDM, and SDM between Access and BH links at an IAB node, subject to a half-duplex constraint. There was a discussion that if FDM and SDM are supported, it should assume that the IAB node has multiple antenna panels. In our understanding, the “multiple antenna panels” means multiple antenna panels with multiple basebands. However, in NR MIMO study, “multiple antenna panels” means multiple panels with a single baseband. To avoid confusion, it is needed to clarify that in NR IAB, if FDM and SDM are supported, it should assume that the IAB node has multiple antenna panels and multiple baseband each serving different frequency bands or transmission directions.   

Proposal 9: Clarify that in NR IAB, if FDM and SDM are supported, it should assume that the IAB node has multiple antenna panels and multiple basebands each serving different frequency bands or transmission directions.  
4.4   IAB node power saving

For IAB nodes that has small cell coverage, it is likely that there are occasions where there is no active UEs in the IAB node coverage. The IAB node could also be configured with power saving mode to save power consumption. The IAB SI may need to study the power saving mechanisms for IAB nodes. 

Proposal 10: Study mechanisms on IAB node power saving.  
5   Conclusion

In this contribution, we discussed RAN1 related issues in IAB networks. It is summarized by the following observations and proposals. 
Observation 1: Different PRACH Configuration Index does not guarantee the orthogonality of PRACH transmitting time in an IAB RN and its child node. 
Observation 2: The semi-static configuration on cell-specific DL-UL-F configurations and the set of slot format combinations in Rel-15 NR design is expected to be sufficient for time-domain resource allocation for IAB nodes.  
Observation 3: Current NR design support frequency resource allocation across IAB node in RB level. 

Observation 4: IAB relaying is effective in improving coverage. But the user perceived throughput could be undermined due to half-duplexed constraint. 
Proposal 1: For NR IAB node discovery and RRM, use Solutions 1 or 5 as baseline solution and use Solution 3 as a supplementary solution.

Proposal 2: To coordinate the SSB resource or periodicity across IAB nodes, either RRC or F1-AP signalling can be applied.

Proposal 3: For UE or RN cell selection, the backhaul link condition should be factored in. The following two options are preferred considering latency, power consumption and specification effort:

· Option 1a: use cellBarred indication in MIB;

· Option 2: adjust RSRP threshold in initial access based on backhaul link condition.

Proposal 4: For Rel-16, no additional specification effort is needed for IAB node selection considering backhaul link condition. Further enhancement can be considered in future releases. 

Proposal 5: For NR IAB synchronization, support Case 1 for NR IAB. 
Proposal 6: For an IAB RN to operate in half-duplex mode, the PRACH Configuration Index of the IAB RN and its child node needs to be carefully chosen to guarantee the orthogonality among adjacent hops. 

Proposal 7: Study approaches to offset the impact of half-duplex constraint on per link and overall system performance.
Proposal 8: Consider link adaptation based on measurement that emulates the upcoming interference level for NR IAB CLI management.
Proposal 9: Clarify that in NR IAB, if FDM and SDM are supported, it should assume that the IAB node has multiple antenna panels and multiple basebands each serving different frequency bands or transmission directions.  

Proposal 10: Study mechanisms on IAB node power saving.  
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Appendix
Table Appx-1: System level simulation parameters.

	
	Parameter configuration

	Layout 
	Dense urban [8]

	Macro layer ISD
	200 m

	Number of micro RNs
	0, 3, 6, and 9 (*)

	Number of UEs per Macro cell
	30

	Antenna configuration
	Macro: (4, 8, 2, 2, 2)

Micro: (2, 4, 2, 1, 2)

UE: (2, 4, 2, 1, 2)

	Maximum Tx power 
	Macro: 43 dBm

Micro: 23 dBm 

UE: 23 dBm

	Noise figure
	Macro: 7 dB

Micro: 11 dB

UE: 11 dB

	Carrier frequency
	28 GHz 

	Bandwidth
	800 MHz

	Number of hops
	2

	Receiver type
	MMSE-IRC

	(*) The micro RNs are uniformly randomly deployed within the coverage area of macro TRP [8].


1


BH0 DL
BH0 UL
AC DL
AC UL
Donor
RN2


TP,UE1
BH0 DL
BH0 UL
BH1 DL
BH1 UL
RN1


TP,RN1
BH0
BH1
AC1 UL
BH0 DL
BH0 UL
Donor
UE1
BH0 DL
BH0 UL
BH1 UL
RN1


TP,RN1
BH0
AC1
AC1 DL
AC1 UL
BH1 DL
BH1 UL

TP,RN2-TP,RN1

(a) RN1 serving RN2 through BH1
(b) RN1 serving UE1 through AC1
AC1 DL
BH1 DL



DL
DL
F
F
UL
UL
DL
F
F
UL
F
F
DL
UL
DL
UL
F
F
DL
UL
DL
F
F
UL
DL
F
F
UL
DL
UL
F
F
DL
UL
F
F
F
F
DL
UL
F
F
DL
UL
Donor
1st hop IAB node’s UE function
1st hop IAB node’s BS function
2nd hop IAB node’s UE function
2nd hop IAB node’s BS function
UE
Slot 0
Slot 7



S1
DN Tx

S2

S3

S4
S1
RN#1 Tx

S2

S3

S4




S1
DN Tx
S2
S3
S4
S1
RN#1 Tx

S3
S2

S4
RN#2 Tx




S1
DN Tx

S3
S1
RN#1 Tx

S3
S2

S4
RN#2 Tx
S2

S4




DN
RN#1
RN#2
UE



PDCCH
PDSCH
DL
RS
PUCCH
PDCCH
PDSCH
ULRS
PUCCH
PDCCH
PUSCH
DL
RS
PUCCH
PDCCH
PUSCH
ULRS
PUCCH


PDCCH
PDSCH
PUCCH
PDCCH
PUSCH
PUCCH
PDCCH
PDSCH
PUCCH
PDCCH
PUSCH
PUCCH
Slot # (n+1)
Slot # (n)
(a) slots (n, n+1) = (DL, DL)
(b) slots (n, n+1) = (DL, UL)
(c) slots (n, n+1) = (UL, DL)
(d) slots (n, n+1) = (UL, UL)
PDCCH or DL-RS or PDSCH or blank



