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Introduction
In RAN1#92bis, the NOMA receivers were discussed with the following agreements.
Agreements: 
Adopt Figure 1 as the general block diagram of multi-user receiver for UL data transmissions.
· The algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA. 
· The interference cancellation can be hard, soft, or hybrid, and can be implemented in serial, parallel, or hybrid.
· Note: the IC block may consist of an input of the received signal for some types of IC implementations
· The interference cancellation block may or may not be used. 
· Note: if not used, an input of interferene estimation to the decoder may be required for some cases.
· The input to interference cancellation may come directly from the Detector for some cases
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Figure 1 A high-level block diagram of multi-user receiver
In [1], potential receivers suitable for PDMA are analyzed and compared from complexity perspective.
In this contribution, we provide initial simulation results for PDMA with different receivers.

Potential receivers for NOMA
According to the agreements, the algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA and interference cancellation (IC) can be hard, soft or hybrid implemented in serial or parallel.
Figure 2 gives illustration of NOMA receivers with MMSE-SIC with hard IC, MPA/EPA-PIC with soft IC and MPA/EPA-PIC with hybrid (soft and hard) IC.



(a) MMSE-SIC with hard IC



(b) MPA-PIC / EPA-PIC with soft IC 


(c) MPA-PIC / EPA-PIC with hybrid (soft and hard) IC
Figure 2: Illustration of NOMA receivers

2.1) MMSE-SIC with hard IC
For a NOMA scheme with a spreading factor (SF) L, MMSE detection algorithm has two alternatives: a block-wise MMSE that performs detection and dispreading jointly on the L REs, and a chip-by-chip MMSE that performs detection and dispreading on each RE independently. 
A matrix inversion dominates the MMSE detector’s complexity. A chip-by-chip MMSE inverses Nr-by-Nr complex-valued covariance matrix. A block-wise MMSE inverses complex-valued covariance matrix with the dimension of (Nr*L) * (Nr*L). As a result, a block-wise MMSE has complexity order of , chip-by-chip MMSE has complexity order of . The block-wise MMSE has much higher complexity than chip-by-chip MMSE, especially when the L is large.
For MMSE-SIC with hard IC receiver as shown in Figure 2(a), assuming that all K users can be decoded correctly one by one, the complexity of the “Channel decoder” module would be O(K*Cdec), where Cdec represents the operation complexity of channel decoder.
For better performance of MMSE-SIC with hard IC receiver, sorting / reordering of all user can be used, e.g, based on post-SINR. In the next analysis, we omit the complexity of sorting / reordering. Considering the order of number of multiplication, the receiver complexity for block-wise MMSE-SIC with hard IC is .

2.2) MPA-PIC with hybrid (soft and hard) IC
Message passing algorithm (MPA) is an iterative MU detector with near-maximum likelihood detection performance. Considering the multiplication of MPA detection per outer iteration, its arithmetic complexity order is O(Iinner*Mdf), where M denotes the size of modulation constellation, df   denotes maximum row weight of PDMA pattern matrix (i.e., the number of the data colliding over each RE), Iinner is the number of inner iterations for MPA. 
For MPA-PIC receivers, with K UEs transmitting on the same resources, the complexity of the “Channel decoder” module would be O(Iouter *K*Cdec), where Iouter is the number of outer iterations for MPA.
For MPA-PIC with hybrid (soft and hard) IC as shown in Figure 2(c), if hard IC is used for successfully decoded users, the complexity order will be reduced to be O(Iinner*Mds) in the next outer iteration, where ds denotes the updated number of the data colliding over each RE and ds<df. Considering the order of number of multiplication, the receiver complexity for MPA-PIC with hybrid (soft and hard) IC is O(Iouter Iinner* Nr* L *Mds + Iouter *K*Cdec ).

2.3) EPA-PIC with hybrid (soft and hard) IC
Expectation propagation algorithm (EPA) can be regarded as a type of Gaussian approximation to MPA. Considering the multiplication of EPA detection per outer iteration, its arithmetic complexity order is O(Iinner* Nr*L *M*ds) where ds is the updated number of the data colliding over each RE.
For EPA-PIC receiver as shown in Figure 2(c), with K UEs transmitting on the same resources, the complexity of the “Channel decoder” module would be O(Iouter *K*Cdec), where Iouter is the number of outer iterations for EPA.
Considering the order of number of multiplication, the receiver complexity for EPA-PIC with hybrid (soft and hard) IC is O(Iouter Iinner* Nr*L *M*ds + Iouter *K*Cdec ).
For above three receivers, the computation complexity per modulation symbol are summarized in Table 1.
Table 1: Computation complexity per modulation symbol 
	Receiver algorithm
	Complexity order of number of multiplication
 (only dominant part  is considered)

	Block-wise MMSE-SIC with hard IC
	

	MPA-PIC with hybrid IC
	O(Iouter Iinner* Nr* L *Mds + Iouter *K*Cdec )

	EPA-PIC with hybrid IC
	O(Iouter Iinner* Nr*L *M*ds + Iouter *K*Cdec )


Observation 1: EPA-PIC has much lower complexity than MPA-PIC. For complexity comparison between block-wise MMSE-SIC and EPA-PIC, more details are needed.

LLS results of PDMA
As shown in the Appendix, given the updated simulation conditions agreed in RAN#92, LLS performance of different PDMA receivers are compared. In this section, we give the comparison of EPA-PIC and MMSE-SIC receivers. For those varying parameters for simulation, usually TBS per UE and overload factor (OF) are regarded as key factors affecting receivers which should be given full consideration. While other factors like application scenario and channel type can be evaluated with representatives, to avoid a redundancy huge amount of simulation. Here, mMTC and eMBB are selected as representatives of the scenarios, and TDL-A channel is used.
According to [2], different PDMA pattern matrix have nearly no effect on LLS performance, so only one type of PDMA pattern matrix is selected for each overload case, as shown in Table 2.
Table 2: Examples of PDMA pattern matrix
	Overload factor
	Type
	PDMA pattern matrix

	150%
	Type 1
	


	300%
	Type 1
	




mMTC scenario
· TBS=40 bytes, OF=150%
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Figure 3: mMTC scenario, TDL-A channel, TBS=40 bytes, OF=150%
· TBS=40 bytes, OF=200%
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Figure 4: mMTC scenario, TDL-A channel, TBS=40 bytes, OF=200%
eMBB  scenario
· TBS=20 bytes, OF=150%
[image: ]
Figure 5: eMBB scenario, TDL-A channel, TBS=20 bytes, OF=150%
· TBS=80 bytes, OF=150%
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Figure 6: eMBB scenario, TDL-A channel, TBS=80 bytes, OF=150%
· TBS=80 bytes, OF=300%
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Figure 7: eMBB scenario, TDL-A channel, TBS=80 bytes, OF=300%
Based on the above evaluation results, we have the following observation.
Observation 2: Both EPA-PIC and MMSE-SIC receivers are applicable to PDMA. 
[bookmark: _GoBack]
Conclusion 
In this contribution, we provide initial simulation results with different PDMA receivers with the following observation.
Observation 1: EPA-PIC has much lower complexity than MPA-PIC. For complexity comparison between block-wise MMSE-SIC and EPA-PIC, more details are needed.
Observation 2: Both EPA-PIC and MMSE-SIC receivers are applicable to PDMA. 
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Appendix: LLS simulation conditions agreed in RAN1#92
	Parameters
	mMTC
	URLLC
	eMBB

	Carrier Frequency
	700 MHz
	700 MHz or 4 GHz 
	4 GHz, 700 MHz as optional

	Waveform 
(data part)
	CP-OFDM and DFT-s-OFDM
	CP-OFDM as starting point
	CP-OFDM as starting point

	Channel coding
	URLLC: NR LDPC
eMBB: NR LDPC 
mMTC: NR LDPC

	Numerology 
(data part)
	SCS = 15 kHz, #OS = 14
	Case 1: SCS = 60 kHz, #OS = 7 (normal CP), optionally 6 (ECP)
Case 2: SCS = 30 kHz, #OS = 4

	SCS = 15 kHz
#OS = 14

	Allocated bandwidth
	6 as the starting point
	12 as the starting point
	12 as the starting point

	TBS per UE
	At least five TBS that are [10, 20, 40, 60, 75] bytes. Other values higher than 10 bytes are not precluded.
Lower than 0.1 bits/RE is optional
	At least five TBS that are [10, 20, 40, 60, 75] bytes. Other values higher than 10 bytes are not precluded.
	At least five TBS that are [20, 40, 80, 120, 150] bytes. Other values higher than 20 bytes are not precluded.

	Target BLER for one transmission
	10%
	0.1%
	10%

	Number of UEs multiplexed in the same allocated bandwidth
	To be reported by companies. 

	BS antenna configuration
	2 Rx or 4 Rx for 700MHz,
4Rx or 8 Rx for 4 GHz 
8Rx as optional

	UE antenna configuration
	1Tx

	Propagation channel & UE velocity
	TDL-A 30ns and TDL-C 300ns in TR38.901, 3km/h, CDL optional

	Max number of HARQ transmission
	1 as starting point. 
	1 as starting point. More values, 2 for URLLC can be used.
	1 as starting point.

	Channel estimation
	Realistic channel estimation

	MA signature allocation (for data and DMRS)
	Fixed/Random

	Distribution of avg. SNR
	Both equal and unequal
	Equal
	Both equal and unequal

	Timing offset
	0 as starting point. For grant-free without perfect TA, value is TBD

	Frequency error
	0 as starting point. The value(s) is TBD. 

	Traffic model for link level
	Full buffer as starting point. Non-full-buffer model (like Poisson arrival of fixed packet size) is optional.

	For link level calibration purpose only
	OMA single user whose spectral efficiency is the same as per UE SE in NOMA. AWGN curves can be provided also.
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