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 Introduction
[bookmark: OLE_LINK15][bookmark: OLE_LINK2][bookmark: OLE_LINK16][bookmark: OLE_LINK1]The SID on NR RIM (Remote Interference Management) [1] was approved in RAN#80 plenary meeting and it aims to study possible mechanisms for mitigating the impact of remote base station interference in unpaired spectrum, and it will focus on synchronized macro cells with semi-static DL/UL configuration in co-channel. The details of RIM SI objectives include:
A. Study mechanisms for improving network robustness and addressing strong remote base station interference, including potential UE side’s enhancement [RAN1]
B. Study mechanisms for identifying which gNB(s)generate strong remote interference, including the following aspects:
i. Potential Reference signal design for gNB to identify that it creates strong inter-gNB interference to some victim gNB[RAN1]
1. Existing reference signals are starting points of discussion.
ii. Mechanism for gNB to start and terminate the transmission/detection of the reference signal(s) [RAN1, RAN3]
C. Study the potential additional coordination among gNBs for mitigating remote interference [RAN3] 
In this contribution, we discuss potential schemes for NR-RIM framework and mechanisms for improving network robustness.
 Background of remote interference management
Under certain weather conditions, electromagnetic waves propagating in the atmosphere, especially in the troposphere are influenced by atmospheric refraction, and their propagation trajectories will be bent to the ground. Some of the electromagnetic waves will be trapped in a thin atmospheric layer with a certain thickness, just as the electromagnetic waves propagate in a metal duct. This phenomenon is known as the propagation of electromagnetic waves through the atmospheric duct (also named tropospheric duct). Atmospheric duct makes the signal transmitted by the base station can reach hundreds of kilometers away with little pathloss, as illustrated in Figure 1.
The remote interference (RI) caused by atmospheric duct was further identified in the commercial TD-LTE network. As stated in SID [1], it was observed in relatively large scale of TD-LTE eNBs that IoT in these eNBs intermittently deteriorated to severely impact the network coverage and connection successful rate. This kind of IoT degradation was caused by the DL signal of remote eNB as long as the atmospheric conditions favorable for producing troposphere bending of radio waves are available. Some solutions for mitigating this type interference were implemented in TD-LTE network, e.g. through special signal transmission, OAM configuration and DL back-off.
The following RI characteristics were observed in TD-LTE network research:
· RI usually comes from 100km or even farther (furthest as 300km away with observed record). Compared with dense urban areas, it is more likely to occur in rural areas (or plain/coastal areas).
· It is hard to predict the date or time of the RI occurrence. Mostly at nights or in the morning during summer/autumn/spring. Once a time RI lasts for one hours or more. 
· The IoT level on each UL symbol after GP is different and shows a decreasing trend. Whole system bandwidth (20MHz/100PRBs) can be interfered by RI.
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Figure 1.  Remote interference caused by atmospheric duct
Observation 1: The remote interference caused by atmospheric duct was identified and studied in the TD-LTE network. It had been solved by some effective solutions, e.g. through special signal transmission and OAM configuration.
NR has a more flexible time slot structure and will be deployed on TDD carriers. It will also face the problem of remote interference caused by atmospheric duct. Figure 2 gives an example of remote interference from remote gNB via atmospheric duct in NR macro deployment scenario. In Figure 2, the parameters of NR slot format are provided via higher layer parameter tdd-UL-DL-ConfigurationCommon as follows,
referenceSubcarrierSpacing: 15kHz;	dl-UL-TransmissionPeriodicity: 5ms
nrofDownlinkSlots: 3			nrofDownlinkSymbols: 9
nrofUplinkSlots: 1			nrofUplinkSymbols: 2
The above NR slot format is similar to TD-LTE TDD configuration 2 (DL:S:UL=3:1:1 in every half-frame), wherein “S” adopts special subframe configuration 6 (DwPTS:GP:UpPTS=9:3:2), that is a typical configuration of subframe format in commercial TD-LTE networks. In NR macro deployment scenario, it can also serve as a preferred option. When atmospheric duct occurs, downlink signal from remote gNB is still strong enough after hundreds of kilometers transmission. This will cause severe interference to uplink reception of local gNB if the transmission delay exceeds the length of GP. In this regard, the principles and processes of remote interference generation/management in NR and TD-LTE are similar. 
Therefore, although there are many differences between NR and TD-LTE, such as in the aspects of always-on RS, RS/channel design, system/partial bandwidth, and frequency, the research on TD-LTE network including RI characteristics studies, field test results and RIM schemes, etc., can be used as a starting point for NR-RIM.
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Figure 2.  Remote interference impacts on UL reception of Local gNB
[bookmark: _GoBack]Observation 2: NR also faces the problems of severe remote interference since NR is deployed on TDD carriers and may adopt slot structures similar to that of LTE.
Proposal 1: The research on TD-LTE network including RI characteristics studies, field test results and RIM schemes, etc., can be used as a reference for NR-RIM.
 NR-RIM Scenarios
NR-RIM SI will focus on synchronized macro cells with semi-static DL/UL configuration in co-channel deployed in unpaired spectrum. In this case, RI is caused by long distance transmission through the atmospheric duct, not caused by the lack of alignment of the slot formats between neighbor or remote cells. Therefore, we can assume that the slot formats of all cells are the same, that assumption is reasonable at least for macro deployment scenario.
There are two possible scenarios of remote interference. In Scenario #1, if atmospheric duct phenomenon appears, the IoTs increase are at comparable levels at both gNBs that cause remote interference to each other. Scenario #1 exists in NR due to channel reciprocity in TDD systems. It also depends on network topology, e.g. point-to-point or cluster-to-cluster with same density. In Scenario #2, asymmetric IoTs increase between gNBs that cause remote interference to each other if atmospheric duct occurs. The reason for Scenario #2 is that some gNBs suffer from remote interference caused by more gNBs than the others, due to a specific network topology or different gNB densities in different regions. 
Among two scenarios, Scenario #1 is simpler and easier for standardizing RIM solutions based on it. Scenario #2 is closer to the actual network and can cover more types of deployment scenarios. But obviously it is more complex than Scenario #1. We think both scenarios need to be considered for NR-RIM.
Proposal 2: Both Scenario #1 and Scenario #2 should be considered.
 Potential NR-RIM frameworks
RIM framework is an essential part to study start/termination mechanisms for RS transmission and RIM operation in above scenarios. In the following sections, we give our views on NR-RIM frameworks.
 Scheme #1
Figure 3 shows the overall flow of Scheme #1 for NR-RIM framework. Some analysis and views on each step/event are given below.
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Figure 3. Scheme #1 for NR-RIM framework
· Step 0A: RI (remote interference) identification at the victim
If IoT level in the victim side exceeds the threshold and demonstrates some remote interference characteristics, the victim judges that it is interfered with RI and will trigger the events in Step 1, i.e. RS1 transmission and RS2 monitoring. 
· Step 0B: RI identification at the aggressor
In Scenario #1, the aggressor is also a victim. Same as Step 0A, it can trigger the same events through IoT measurement and analysis, i.e. RS1 transmission and RS2 monitoring. Besides, Step 0B and Step 0A also need to trigger RS1 monitoring to detect RS1 transmission from each other. The events triggered by the victim (also as an aggressor) and the aggressor (also as a victim) should be aligned if they adopt the same triggering strategy. The events regardless of who trigger should include: RS1 transmission, RS2 monitoring and RS1 monitoring. Whether RS2 and RS1 are a single RS depends on the RIM-RS further design.
In Scenario #2, the IoT level where the aggressor suffers may be lower than the threshold while the total IoT level at the victim side exceeds the threshold. In this case, RS1 monitoring in Step 2 cannot be triggered by IoT and can only be triggered through OAM configuration. Some of the field test results can be used as input to the OAM configuration.
Proposal 3:  At least for Scenario #1 with symmetric IoT, the events triggered at the victim and the aggressor should be aligned if they adopt the same triggering strategy e.g. through IoT level and characteristics.
· Step 1:   RS1 transmission, and RS2 monitoring at the victim
Step 1 is an event triggered by Step 0A. In Scheme #1, RS1 does not carry the gNB ID information. It is used to assist aggressor(s) to recognize that they are causing remote interference to the victim and to deduce how many UL resources of the victim are impacted by the aggressor(s). In whole procedures for remote interference management, RS1 is a key/essential part. Therefore, RAN1 should give higher priority to RS1 design. Considering that it is difficult to reuse the existing reference signal to meet the detection requirements, it is necessary to introduce a dedicated reference signal for RIM. More details on RIM RS design can be referred to our companion contribution [2]. The victim performs RS2 monitoring for deciding whether the atmospheric duct phenomenon still exists. Some more discussions on RS2 are given in Step 3, 4 and 5.
Proposal 4: RAN1 should give higher priority to RS1 design as RS1 is a key/essential part in whole procedures for remote interference management.
· Step 2：RS1 monitoring at the aggressor
As analyzed in Step 0B, if IoT level at the aggressor side exceeds the threshold and demonstrates remote interference characteristics, it will trigger the event, i.e. RS1 monitoring. In Scenario #1, the victim and the aggressor need to align the events they trigger. Thus RS1 transmission and RS2 monitoring could also be triggered through the measurement and analysis on IoT. Or, the aggressor can trigger RS1 monitoring by OAM configuration, e.g. in Scenario #2.
The RS1 transmission pattern should be configurable to satisfy different requirements, e.g. overhead, latency and less collisions. The RS1 pattern should also be carefully designed to meet detection performance, reduce detection complexity and avoid impacts on existing UL signal reception.
· Step 3：RIM operation, and RS2 transmission at the aggressor
If RS1 is detected, the aggressor will recognize that it is causing RI to the victims and deduce how many UL resources of the victim are impacted. Then the aggressor should perform corresponding remote interference mitigation schemes, e.g. DL back-off, which will be further discussed in section 4. Moreover, the aggressor will send RS2, which is used to assist the victim to decide if the atmospheric duct phenomenon still exists. 
From the analysis in Step 1 and Step 3, we can see the functionalities of RS1 and RS2 can be different, thus they may have different designs. In order to reduce the complexity of NR-RIM standardization, the necessity of RS2 transmission should be further assessed, e.g. in Scenario #1 with symmetric IoT. If RS2 transmission is necessary in this framework, RAN1 should study if a single RS can solve both functionalities, or should strive for a unified RS design for two RSs as much as possible.
Proposal 5: RAN1 should strive for a common design for different RSs if RS2 is necessary.
If the victim receives RS2 sent in Step 3, it determines that the atmospheric duct phenomenon still exists. In this case, the victim should continue to send RS1 (Step 1). Correspondingly, if the aggressor receives RS1 sent by the victim, it continues to perform RIM, send RS2 and monitor RS1 (in Step 1 & Step 3). If the atmospheric duct phenomenon persists, the victim and the aggressor always perform the loop between them.
If the victim or the aggressor cannot detect RS2 or RS1 for a certain period, it will go to Step 5 or Step 4.
· Step 4：Stop RS1 monitoring and RS2 transmission, restore original configuration at the aggressor
The aggressor may fail to detect RS1, perhaps because the victim does not send RS1 due to it cannot detect RS2, or because RS1 has arrived at the aggressor side with little energy due to the atmospheric duct phenomenon has weakened or disappeared even though the victim has sent RS1.
If RS1 cannot be detected for a certain period, the aggressor will determine that the atmospheric duct phenomenon has disappeared, then it can stop RS2 transmission and RS1 monitoring, and restore ordinal configuration before RIM operation.
· Step 5：Stop RS1 transmission and RS2 monitoring at the victim
The victim may fail to detect RS2, perhaps because the aggressor does not send RS2 due to it cannot detect RS1, or because RS2 has arrived at the victim side with little energy due to the atmospheric duct phenomenon has weakened or disappeared even though the aggressor has sent RS2.
If RS2 cannot be detected in a certain period, the victim will determine the atmospheric duct phenomenon has disappeared, then it can stop RS1 transmission and RS2 monitoring.
 Scheme #2 
The main difference from Scheme #1 is that, the aggressor in Scheme #2 NR-RIM framework informs the victim the status of atmospheric ducting phenomenon through backhaul signaling. Scheme #2 avoids RS2 transmission/ monitoring in Step 3/1 of Scheme #1, and it is obviously more reliable. The RS1 in Scheme #2 needs to convey victim gNB ID information, e.g. CGI or cell identity for victim identification and inter-gNB communications through backhaul. Thus the standardization of RS1 design in Scheme #2 is more complex than Scheme #1.
Proposal 6: The RIM RS in Scheme #2 should convey victim gNB ID information, e.g. CGI or cell identity for victim identification and inter-gNB communications through backhaul.
 Potential mechanisms for improving network robustness
Some preliminary methods for improving network robustness and addressing strong remote base station interference are given as follows,
Time domain method:  Re-configure slot format, e.g., reduce the number of downlink symbols at the aggressor side, or reduce the number of uplink symbols at the victim side. NR slot format is more flexible and can be re-configured through high layer parameter tdd-UL-DL-ConfigurationCommon (and tdd-UL-DL-ConfigurationCommon2) or via group-common PDCCH. Due to the time of the atmospheric duct phenomenon lasts is relatively long. It is generally at the hour level according to TD-LTE network field test, thus semi-static reconfiguration is preferred.
Frequency domain method: Isolate the frequency domain resources of the aggressor DL and the victim UL, e.g., by scheduling or activating different BWPs or sub-bands with no overlapped bandwidth between them.
Spatial domain method: Use the beam pairs without remote interference between the aggressor DL and the victim UL. Or, change to another beam of the victim UL when remote interference is identified in Step 0A.
Power domain method: Increase UL transmission power of the UEs attached in the victim cell, but that will cause more interference to neighbor cells and increase UE power consumption; Or reduce DL transmission power of the aggressor, but that will impact on the coverage of the cell. 
Other methods: E.g. Increase down tilting, adopt advanced receiver.
In most of the above methods, the interference source should be identified first, i.e. which gNB generates strong remote interference to the victims. Thus RI identification is the basis of remote interference management. In addition, we think RIM methods should be effective, efficient, and of low complexity as much as possible. Above time/frequency/spatial domain methods can be considered as preferred options to improve network robustness.
Proposal 7: Time/frequency/spatial domain methods can be considered to improve network robustness.
[bookmark: IDX-CHP-8-0995][bookmark: IDX-CHP-8-0992][bookmark: IDX-CHP-8-0993][bookmark: IDX-CHP-8-0996][bookmark: IDX-CHP-8-0994] Conclusion 
In this contribution, we discuss some potential schemes for NR-RIM framework and mechanisms for improving network robustness, and have the following observations and proposals: 
Observation 1: The remote interference caused by atmospheric duct was identified and studied in the TD-LTE network. It had been solved by some effective solutions, e.g. through special signal transmission and OAM configuration.
Observation 2: NR also faces the problems of severe remote interference since NR is deployed on TDD carriers and may adopt slot structures similar to that of LTE.
Proposal 1: The research on TD-LTE network including RI characteristics studies, field test results and RIM schemes, etc., can be used as a reference for NR-RIM.
Proposal 2: Both Scenario #1 and Scenario #2 should be considered.
Proposal 3:  At least for Scenario #1 with symmetric IoT, the events triggered in the victim and the aggressor should be aligned if they adopt the same trigger strategy e.g. through IoT level and characteristics.
Proposal 4: RAN1 should give higher priority to RS1 design as RS1 is a key/essential part in whole procedures for remote interference management.
Proposal 5: RAN1 should strive for a common design for different RSs if RS2 is necessary.
Proposal 6: The RIM RS in Scheme #2 should convey victim gNB ID information, e.g. CGI or cell identity for victim identification and inter-gNB communications through backhaul.
Proposal 7: Time/frequency/spatial domain methods can be considered to improve network robustness.
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