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In RAN1#93 meeting, the cross-link interference measurement and management was agreed to be studied in IAB scenarios [1]
Agreements:
· CLI mitigation techniques including advanced receivers and transmitter coordination should be studied and prioritized in terms of complexity and performance.
· CLI mitigation techniques should be able to manage the following inter IAB node interference scenarios:
· Case 1: Victim IAB-node is receiving in DL via its MT, interfering IAB-node is transmitting in UL via its MT.
· Case 2: Victim IAB-node is receiving in DL via its MT, interfering IAB-node is transmitting in DL via its DU.
· Case 3: Victim IAB-node is receiving in UL via its DU, interfering IAB-node is transmitting in UL via its MT.
· Case 4: Victim IAB-node is receiving in UL via its DU, interfering IAB-node is transmitting in DL via its DU.
· CLI measurements such as short-term and long term measurements, and multiple-antenna and beamforming based measurements should be studied to enable CLI mitigation in IAB.
· Mechanisms for inter IAB node CLI measurement need to be able to capture Cases 1-4. 
In this paper, we analyze the above CLI via system evaluation, and further discuss the requirements of CLI mitigation techniques.
Inter-IAB node CLI analysis
CLI scenario analysis
In a network without IAB nodes, CLI (including both inter-BS CLI and inter-UE CLI) is generated when the link directions in two cells are opposite. While in a network with IAB deployment, CLI happens even if all the access link directions for IAB nodes are the same as illustrated in Figure 1. In these four cases, all access links from UE perspective are the same meaning that Inter-UE CLI does not exist. However, Inter-IAB node CLI exists because the IAB node has two functions: MT and DU, which may receive CLI from either MT or DU of other nodes. Inter-IAB node CLI can be avoided by allocating non-overlapping time slots for backhaul and access among the IAB nodes. However, the disadvantage is huge resource waste. Furthermore, if SDM is considered, inter-UE CLI will be introduced as shown in Figure 2. 
In general, the CLI interference situation becomes more complicated. Note that the practical interference level in FR2 is expected to be much lower compared to FR1, due to the inherent spatial isolation by beam based transmission at both transmitter and receiver. In the next section, a detailed numerical analysis is provided via system level evaluation.
                 
      Case 1:  CLI from MT to MT                Case2: CLI from DU to MT
             
Case 3: CLI from MT to DU                 Case4: CLI from DU to DU
Figure 1: Inter-IAB node CLI illustration


Figure 2: Inter-UE CLI illustration

CLI numerical evaluation
In the evaluation, multi-hop topology is assumed with 3 IAB nodes deployed randomly within each sector.  A maximum RSRP criteria is used for IAB node association and a maximum number of 4 hops is assumed to build the topology among IAB nodes. Actually, the CLI level mainly depends on the topology, frame structure/resource allocation scheme.
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Figure 3 Resource allocation schemes in the evaluation
The frame structure in the evaluation is illustrated in Figure 3. In the evaluation, two resource allocation schemes between access and backhaul link are used as follows
· Static TDM slot allocation 
With static TDM scheme, a predefined fixed TDM slot allocation for backhaul link is applied, and the access link are not allowed to be scheduled in backhaul slot even if the slot is not fully occupied. 
· Dynamic TDM slot allocation
The TDM slot number and location for backhaul link can be flexibly configured according to the backhaul transmission capacity requirement, and also for each specific configuration, the backhaul slot can be used for access link by dynamic scheduling, if the backhaul transmission are not scheduled in that slot.
For simplicity, SDM is not evaluated in this paper. The detailed evaluation assumption and parameters are listed in the appendix.
Figure 4 provides the backhaul link geometry comparison with and without CLI for Case 1 and Case 2 as shown in Figure 1(a) and Figure 1(b). For geometry calculation, where all IAB nodes are included except the serving IAB node and random beam direction is used for each interference IAB node. It can be observed that that geometry can get 5dB gain if interference from other IAB nodes are totally eliminated.
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	Figure 4:  Backhaul link geometry with and without inter-IAB node CLI
In the downlink performance evaluation, we only focus the CLI on IAB node’s MT (i.e., DL backhaul link), which is generated by other IAB node’s DU as shown in figure 1(b). To get a better understanding of the impact of different interfering type, we further separate the CLI into two sub-cases, corresponding to figure 5 (a) and figure 5(b)
Case 2-1:  CLI from interfering IAB node’s backhaul transmission to interfered IAB node’s MT
Case 2-2:  CLI from interfering IAB node’s access transmission to interfered IAB node’s MT

                         
(a)  Case 2-1:  CLI from DL backhaul to DL backhaul      (b) Case2-2: CLI from DL access to DL backhaul
Figure 5: CLI from DU to MT 
Figure 6 shows the downlink receive post-SINR and the downlink system capacity performance, with static TDM between access and backhaul link applied. The CLI of case 2-1 and case 2-2 are eliminated separately so that their impact on performance can be observed individually. The system capacity with all CLI taken into consideration is used as the baseline.
The following observations could be made
1. The impact of inter-IAB node CLI is non-negligible. By eliminating CLI completely, the post-SINR at the receiver can be improved around 5dB.
2. The CLI level from interfering access transmission is higher than the interference from the interfering backhaul transmission. 2.67% and 9% system performance improvement can be achieved if the CLI of case 2-1 and case 2-2 is eliminated separately. 
3. Although the post-SINR can be improved around 3dB by eliminating the case 2-1 CLI, the system throughput gain is only 9%. In order words, the significant post-SINR improvement does not bring obvious system performance enhancement.
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(a)   Post-SINR                                                  (b)  downlink capacity 
Figure 6: Downlink performance with static TDM resource allocation  
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               Figure 7: RU on access and backhaul link with static TDM resource allocation
We further analyze the RU on access and backhaul link. From the evaluation results in Figure 7, it can be found that the RU for the 2nd and 3rd hop IAB node is rather low (42%, and 28%), meaning that congestion happens in the 1st hop IAB node and the downlink data cannot reach the UE, thus leads to even lower RU on access links. Therefore, congestion in the intermediate IAB nodes becomes the bottleneck of system performance. 
With dynamic TDM resource allocation, the time slot for backhaul link can dynamically be allocated according to the backhaul link transmission requirement. Therefore, the backhaul link congestion can be alleviated to some extent. Figure 8 gives the RU and system capacity evaluation results with dynamic TDM resource allocation. As expected, the RU and system downlink capacity are greatly improved although the congestion still exists. 
It should be noted that by alleviating the congestion using dynamic TDM slot allocation, the impact of CLI also becomes more significant. In Figure 8, it can be observed that the system capacity gain is increased from 9% to 17% by eliminating case 2-2 CLI. This implies that CLI become more pronounced when congestion at the IAB nodes is alleviated.
  [image: ]          [image: ]                
     (a) Downlink capacity                                                      (b) RU on access and backhaul link
Figure 8: System performance with dynamic TDM resource allocation
Based on the above analysis, the following observations can be made,
Observation 1: The impact of inter-IAB node CLI on system performance is noticeable.
Observation 2: In multi-hop topology, congestion easily happens at the intermediate IAB nodes and significantly degrades system performance.
Observation 3: When congestion becomes the bottleneck, CLI mitigation does not bring significant system capacity improvement.
Observation 4: With dynamic resource allocation between the backhaul and access link, congestion at the intermediate IAB nodes can be alleviated.
Observation 5: The impact of CLI among IAB nodes becomes more pronounced when congestion at the IAB nodes is alleviated.
Inter-IAB node CLI management 
It was agreed that only inter-IAB node CLI management is studied in IAB, and the inter-UE CLI management will follow the conclusion defined in the CLI study item. Generally, two kinds of interference management could be considered
· Centralized interference management: With layer 2 IAB architecture, the semi-static centralized interference management by the CU of donor node is a straightforward option to coordinate the resource allocation/scheduling among IAB nodes. To be specific, Donor node will configure each IAB node (including MT and DU) the measurement/report for CLI, and once these inter-IAB node CLI measurement results are gathered by donor. It will coordinate the resource allocation/scheduling for each IAB node to minimize the impact of CLI.  
· Distributed interference management: Distributed interference management should also be studied in order to minimize the overhead of RS coordination and interference measurement information exchange between donor and IAB nodes.  
Both schemes should be studied in terms of performance and complexity.
Proposal 1: Both distributed and centralized interference management schemes should be studied for inter-IAB CLI management.
For whatever centralized or distributed interference management, the following interference mitigation schemes could be considered. 
· Time/frequency coordination: Time/frequency coordination is the most simple and effective method to avoid interference, but usually leads to low resource utilization.
· Beam adjustment: Beam adjustment is to suppress the interference signal in spatial domain by coordinating the interfering/interfered beam direction or re-adjusts the victim nodes’ scheduling resources(e.g., beams) according to the detection results, which is especially desirable in FR2.
· Power control:  Power control refers to reduce the transmission power of the interferer.
RAN1 should study the enabling mechanisms to support the above CLI mitigation ways.
Proposal 2: RAN1 should study the enabling mechanisms to support the CLI mitigation method, at least including
· Time/frequency coordination
· Beam coordination
· Power control
[bookmark: _Ref129681832]Conclusions
In this contribution, the inter-IAB node CLI interference scenario and numerical evaluation results are provided, and we also discuss the potential CLI management scheme. Based on the discussion, the following observations and proposals are made, 
Observation 1: The impact of inter-IAB node CLI on system performance is noticeable.
Observation 2: In multi-hop topology, congestion easily happens at the intermediate IAB nodes and significantly degrades system performance.
Observation 3: When congestion becomes the bottleneck, CLI mitigation does not bring significant system capacity improvement.
Observation 4: With dynamic resource allocation between the backhaul and access link, congestion at the intermediate IAB nodes can be alleviated.
Observation 5: The impact of CLI among IAB nodes becomes more pronounced when congestion at the IAB nodes is alleviated.
Proposal 1: Both distributed and centralized interference management schemes should be studied for inter-IAB CLI management.
Proposal 2: RAN1 should study the enabling mechanisms to support the CLI mitigation method, at least including
· Time/frequency coordination
· Beam coordination
· Power control
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Table A-1: Evaluation scenarios for IAB
	Attribution 
	Assumption

	Network Layout
	Hexagonal cellular network (ISD = 500m)  with multi-hop relaying

	Number of TRPs
	19 macro TRPs and 57*Nr IAB node where Nr is the number of IAB node per sector. The value of Nr is {3}.

	Deployment of RN
	Random

	UE distribution
	Uniform random deployment

	Node selection for UE
	Max RSRP

	Topology building method
	Maximum RSRP, together with the following constraints.
· Maximum 4 hops
· Maximum 2 node degree for each IAB node

	Carrier Frequency 
	In-band backhaul: 30GHz backhaul and access

	Large-scale channel parameters
	- Macro-to-UE: 5GCM UMa
- Micro-to-UE: UMi-Street canyon
- Macro-to-Macro: 5GCM UMa (hUE =25m) 
- Macro-to-Micro: 5GCM UMa (hUE =10m)
- Micro-to-Micro: UMi-Street canyon (hUE =10m) 
- UE-to-UE: UMi-Street canyon (hBS =1.5m ~ 22.5m), penetration loss between UEs follows Table A.2.1-12 of TR38.802

	Fast fading parameters
	- Macro-to-UE: 5GCM UMa
- Micro-to-UE: UMi-Street canyon
- Macro to macro: 5GCM UMa O-to-O (hUE =25m); ASA and ZSA statistics updated to be the same as ASD and ZSD; ZoD offset = 0
- Macro to micro: 5GCM UMa O-to-O; ASA and ZSA statistics updated to be the same as ASD and ZSD for UMi-Street canyon; ZoD offset = 0
- Micro to Micro: UMi-Street canyon O-to-O (hUE =10m); ASA and ZSA statistics updated to be the same as ASD and ZSD; ZoD offset = 0
- UE to UE: UMi-Street canyon; ASD and ZSD statistics updated to be the same as ASA and ZSA. Dual mobility support.

	UE number per sector
	30 (80% indoor/ 20% outdoor, or 100% outdoor)

	Carrier frequency
	30GHz	

	Subcarrier spacing
	120kHz

	Slot length
	0.125ms with 14 symbols

	TDD UL/DL configuration
	D:U = 3:2 as baseline(without IAB node )

	MIMO
	MU-MIMO

	Scheduling
	PF

	HARQ
	CC

	MCS
	Up to 1024QAM

	Receiver
	MMSE-IRC

	Traffic model
	Full buffer

	Codebook for analog beamforming
	DFT-based, no oversampling

	Penetration loss
	50% high loss, 50% low loss

	Metric
	Full buffer: Area traffic capacity



Table A-2: Antenna configuration for IAB
	Attribution 
	Assumption

	gNB height
	25 m

	RN height
	10 m

	UE height
	3D distributing [2]

	TRP Tx power
	3 dBm

	RN Tx power
	33 dBm 

	UE Tx power
	23dBm

	TRP antenna configuration
	 (M,N,P,Mg,Ng) = (4,8,2,2,2),  (dH, dV) = (0.5, 0.5)λ,  (dg,H,dg,V) = (4.0, 2.0)λ

	RN antenna configuration for each side/sector
	(M,N,P,Mg,Ng) = (4,8,2,2,2),  (dH, dV) = (0.5, 0.5)λ,  (dg,H,dg,V) = (4.0, 2.0)λ

	UE antenna configuration
	 (M,N,P,Mg,Ng) = (2,4,2,1,2) ,  (dH, dV) = (0.5, 0.5)λ,  (dg,H,dg,V) = (0, 0)λ,  Θmg,ng=90,   Ω0,0 uniformly distributed in [0, 360] degrees,  Ω0,1=Ω0,0+180

	RN antenna pattern
	See Table A.2.1-6 of TR 38.802

	UE antenna pattern
	See Table A.2.1-8 of TR 38.802
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