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Introduction
NR-IAB (Integrated Access and Backhaul) had its first RAN1 meeting during RAN1 #92bis, where a couple of initial and yet important agreements were achieved. In our previous contribution [1], we identified aspects that can leverage the NR access design with no or minimal modifications, and those that may need further study and potentially new designs.
In this contribution, we provide more details on some enhancements and modifications required to support NR-IAB. More specifically, we discuss (among other aspects) 
· Random access design considerations for backhaul links
· Inter-relay discovery and measurement
· Accuracy of the over-the-air (OTA) synchronization
· Timing alignment across multi-hop NR-IAB networks
· Resource allocation
Our companion contributions [2], [3], and [5] respectively discuss more details of “inter-relay discovery and measurements”, “OTA synchronization and multi-hop timing alignment”, and “resource allocation”.

NR-IAB Network: Components and Terminology
In this section, we reiterate some basics of NR-IAB concepts and terminologies. A typical IAB network is demonstrated in Figure 1.A typical IAB network is demonstrated in Figure 1. 
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[bookmark: _Ref513707790]Figure 1: an example of IAB network

With reference to the above figure, we use the following terminologies in this document:
· IAB-donor: A RAN-node that provides UE’s interface to core network and wireless backhauling functionality to IAB-nodes.
· IAB-node: A RAN-node that provides IAB functionality, i.e. access for UEs combined with wireless self-backhauling capabilities. An IAB-node may have two roles:
· ANF: access node function, e.g. gNB or gNB-DU with a MAC scheduler, which schedules the UEs and other IAB-nodes under its control. 
· The UEs and other IAB-nodes that are under control of an IAB-node are called its child nodes. 
· UEF: UE function, i.e. the IAB-node acts as a UE which is controlled and scheduled by the IAB-donor or another IAB-node.
· The donor or another IAB-node who controls and schedules the IAB-node is called its parent node.

Design Considerations for NR-IAB
RAN1 #92bis identified a couple of design aspects for NR-IAB that may need further study and enhancements. These are summarized in the following list and will be discussed in this section:
· Initial access procedure
· Inter-relay discovery and measurements
· OTA synchronization
· Timing alignment across multi-hop NR-IAB networks
· Resource allocation and coordination
· Others: cell id of the relay nodes, interference management, higher modulation, multi-link/multi-TRP operation
Initial access
RAN1 #92bis achieved the following agreement
	Agreements:
· An IAB-node can follow the same initial access procedure as an access UE, including cell search, SI acquisition, and random access, in order to connect to an IAB node/donor and initially integrate to the network.



In what follows, we further investigate whether the current RACH design is sufficient to support random access procedure of the backhaul links. 
[image: ]
[bookmark: _Ref513824044]Figure 2: Access and backhaul transmission in an IAB network

Figure 2 shows backhaul and access RACH transmission in an IAB network. Typically, a base station will be connected to its nearest neighbor base station. However, sometimes, a base station may need to connect to a relatively “far” base station for load balancing, e.g., in scenarios where the nearest base stations use most of their resources for access transmission and cannot transport backhaul traffic. Hence, backhaul RACH design needs to support higher round trip time and link gain compared to access RACH design. 
Observation 1.1: Backhaul RACH design needs to support higher round trip time and link gain compared to access RACH design. 
Both, backhaul and access RACH are received by Gnb. Differences between link gains of backhaul and access RACH transmission arise from different transmission powers, path loss, etc.






[bookmark: _Ref513825902]Table 1: Different aspects of access and backhaul uplink transmission
	
	Access uplink
	Backhaul uplink

	Number of transmit antennas
	Small
	High

	PA power
	May be higher
	May be lower

	Hand and body loss
	High
	Small

	Path loss
	Relatively low
	Relatively high



Table 1 shows different aspects of access and backhaul uplink transmission. Disregarding PA power and hand/body loss, the major difference between access and backhaul link budget comes from the higher number of transmit antennas and path loss in backhaul links. 
Assuming N to be the ratio of antennas at Gnb and UE; backhaul RACH can support 20 * log10(N) dB higher path loss compared to access RACH with same preamble formats. Disregarding the differences between UE and Gnb antenna heights, and assuming X Db/decade to be the path loss slope, this higher link gain can support up to 10^((20 * log10(N))/X) higher distance. For example, if N = 32 and X = 35.3 (NLOS path loss slope in urban micro street canyon model [6]), backhaul RACH can support almost seven times higher distance compared to access RACH.
Observation 1.2: Assuming N to be the ratio of antennas at Gnb and UE, backhaul RACH can support approximately 20 * log10(N) dB higher path loss compared to access RACH with same preamble formats. Assuming X Db/decade to be the path loss slope, this higher link gain can support up to 10^((20 * log10(N))/X) higher distance.
· For example, if N = 32 and X = 35.3, backhaul RACH can support almost seven times higher distance compared to access RACH with same preamble format.
In FR2, preamble format C2 has the longest cyclic prefix (equal to 2048 samples). With 60 kHz Msg1 SCS, this can at least support 5 km round trip distance. This should be sufficient to provide connectivity between millimeter wave cells in any practical scenario. 
Through network implementation, supportable round trip distance can be higher. Please check [7] for more details.
Observation 1.3: With 60 kHz Msg1 SCS, RACH preamble format C2 can at least support 5 km round trip distance. Network can support even higher round trip distance with different RACH receiver implementation.
Hence, existing Rel-15 RACH preamble formats seem to be sufficient to provide sufficient link gain and round trip distance for backhaul links. No new RACH preamble format design is necessary for NR IAB.
Observation 1.4: No new RACH preamble format design is necessary for NR IAB. 



Trade-off of overlapping access and backhaul RACH preambles in same time-frequency resource

The number of supported cyclic shifts for each ZC root sequence in RACH transmission is designed so that the gap between neighboring cyclic shifts can handle round trip distance. Assume that, network wants IAB nodes, that are separated from each other by “M hops”, to be able to transmit RACH to each other. To handle this, the number of supported cyclic shifts for each ZC root sequence in backhaul RACH will be 1/(2*M)-th of that of access RACH.
In Figure 2, two backhaul nodes, that are separate from each other by 3 hops, are trying to perform RACH communication. Hence, the number of supportable cyclic shifts for each ZC root sequence in this scenario will be 1/6-th of access RACH. 
Hence, if access and backhaul links use same time-frequency resources for RACH transmission, supportable cyclic shifts for RACH transmission decrease significantly. This enforces network to use more ZC root sequences to support 64 RACH preambles in one RACH occasions and leads to higher interference across RACH transmission in neighbouring cells.
Observation 1.5: If access and backhaul links use same time-frequency resources for RACH transmission, supportable cyclic shifts for RACH transmission decrease significantly.
A closer look at RACH preamble formats [8] suggest that, RACH preamble format B4 has 12 repetitions and 3.8 us CP duration (with 120 kHz SCS). On the other hand, RACH preamble format C2 has 4 repetitions and can support 8.33 us CP duration (with 120 kHz SCS). Not considering the RACH receiver implementation of [7] and using 120 kHz Msg1 SCS, one can support 1.14 km and 2.5 km round trip time with format B4 and C2 respectively. 
This leads to a tradeoff if network wants to configure access and backhaul RACH preambles in same time-frequency resources. If network configures format B4 to meet access link budget, it can only support up to 1.14 km RTT distance in backhaul links. If network configures format C2 to meet 2.5 km RTT distance in backhaul links, it loses roughly 5 dB access RACH link budget.
Observation 1.6: If access and backhaul links use same time-frequency resources for RACH transmission, network has to trade-off between supporting higher distance in backhaul links and higher gain in access links.
Proposal 1.1: NR studies how to handle multiplexing of RACH transmission from access and backhaul links.
Inter-relay discovery and measurements
RAN1 #92bis achieved the following agreements
	Agreements:
· The SSB/CSI-RS based RRM measurement defined in NR R15 are considered as a starting point for IAB node discovery and measurement. 
· How to avoid conflicting SSB configurations among IAB nodes, as well as the feasibility of CSI-RS based IAB node discovery, should be studied.
· RAN1 should further study inter-relay discovery procedure subject to half-duplex constraint and multi-hope topologies.



BH discovery/measurements seems very similar to the RRM procedure performed by the UEs – however with one fundamental difference that an IAB-node, while performing discovery/measurements, may have several associated UEs and child IAB-nodes to serve. One implication is that it is not feasible to base the BH operations solely on the already-transmitted SSBs (e.g. cell-defining SSBs or CD SSBs), because a half-duplex IAB-node cannot transmit SSBs (primarily for the benefits of the UEs) and scan/measure other IAB-nodes at the same time. 
In [2], we discuss more details of BH discovery and measurements. In what follows, we briefly reiterate main observations and findings.

BH discovery vs measurements
We may use the same procedure and signals to support both BH discovery and measurements (especially in a small static topology and through network coordination). However, the two operations may follow different procedures – as they have different characteristics and requirements. 
Observation 2.1: discovery and measurements have different requirements, and may follow different procedures.
· Inter-IAB-node discovery can be based on cell-specific reference signals (like SSB) transmitted periodically (with large periods) and via beam-sweeping using a set of coarse beams.
· BH measurements can be based on specific on-demand transmissions of reference signals (like CSI-RS) with short periodicity, and using finer beams.

SSB vs CSI-RS based RRM for BH discovery and measurements
We believe both approaches should be supported for BH discovery and measurements, and it is left to the NW to decide which one (or a combination) to use. Table 2 compares the current SSB based (SMTC) and CSI-RS based RRM frameworks. 
[bookmark: _Ref513545024]Table 2: Comparison of SSB and CSI-RS based RRM
	Aspects
	SSB based
	CSI-RS based

	Time synchronization
	Ambiguity
	No ambiguity
	Ambiguity due to TD repetitions

	
	Complexity
	Less complex searcher
	More complex

	Resource overhead
	More (e.g. 2X with 4 symbols of 240kHz)
	Less (e.g. 1 symbol of 120kHz)

	Periodicity 
	More flexible (up to 160 msec)
	Less flexible (up to 40 msec)

	Flexibility of FD config
	Flexible
	Flexible

	Flexibility of TD config
	Follow SS burst set pattern
	Symbol-level flexibility

	Flexibility of measurement config
	1 SMTC per freq (inter-freq)
	Flexible: can config multiple windows per frequency

	Configuration signaling overhead
	Less 
	More

	Support blind discovery
	Yes
	No, cell ids and resources should be given



Observation 2.2: comparing SSB-based and CSI-RS based RRM framework:
· CSI-RS based approach has more configuration flexibility, 
· CSI-RS based approach has more configuration signalling overhead,
· CSI-RS based approach requires knowledge of identity and configuration of the transmitting node, and hence does not support blind discovery,
· without tight synchronization, SSB should be used to provide fine time synchronization.

Proposal 2.1: simple modifications to the NR R15 RRM framework should be considered to make it more suitable for backhaul operations.
· FFS: new values for CSI-RS/SMTC periodicity, maximum number of SMTC configured per frequency, flexible time-domain location of the SSBs within a SMTC.

Half-duplex constraint and BH discovery and measurements
To address the half-duplex constraint of the IAB-nodes, IAB-nodes should coordinate their TX and RX (TX/RX coordination, or muting pattern) to enable discovering/measuring other IAB-nodes while being discoverable/measurable by other IAB-nodes.
Following a TX/RX coordination, an IAB-node (periodically) transmits some reference signals (SSB/CSI-RS) on a subset of resources to provide measurement opportunities to other IAB-nodes, and monitors (is mute) during the rest of measurement resources to discover/measure other IAB-nodes. 
It should be further studied how to modify rel-15 SMTC framework considering the required TX/RX coordination – for example:
· Increase the maximum number of SMTC configurations per frequency to [K] (K>1)
· Support indication of muting pattern within the configured SMTC resources.

Proposal 2.2: IAB-nodes should adopt a TX/RX coordination (muting pattern) to enable discovering/measuring other IAB-nodes while being discoverable/measurable by the other IAB-nodes.

Observation 2.3: the TX/RX coordination pattern may be semi-persistent, periodic, dynamic, or it may follow a (pseudo-)random pattern. 
· a (pseudo-)random pattern can increase detectability, and may be more suitable for inter-IAB-node discovery. 
· a semi-persistent or periodic pattern may be more suitable for measurements.

How to configure a TX/RX coordination? 
Observation 2.4: the TX/RX coordination can be configured centrally by the network, or in a distributed manner by the IAB-nodes (e.g. randomly, or following a preconfigured rule).
Proposal 2.3: further study the details of the configuration of the TX/RX coordination and its required signaling.

We should also make sure there is no impact of BH discovery and measurements on the UEs.
Observation 2.5: BH discovery and measurements should occur on time resources that are not overlapping with the periodic transmissions to the UEs.
Observation 2.6: Sporadic SSB transmissions, following a muting pattern, may confuse the UEs, if they are transmitted on a sync raster.

A baseline framework 
Figure 3 demonstrates a baseline framework to support BH discovery and measurements in an NR-IAB network, and Table 3 summarizes the proposed signals to be used for various operations.
Note in this proposal, inter-IAB-node discovery is based on a periodic transmission of off-raster SSBs, following a muting pattern, on TDM’ed resources with cell-defining SSBs, and transmitted with potentially a long periodicity.
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[bookmark: _Ref513563849]Figure 3: Signaling used for various BH operations

[bookmark: _Ref513564034]Table 3: reference signals used for various BH operations
	BH procedure
	Baseline ref signals
	Additional ref signals 

	Initial acquisition
	CD SSBs
	Off-raster SSBs

	Inter-IAB-node discovery
	Off-raster SSBs
	CD SSBs, CSI-RS

	BH measurements
	On-demand CSI-RS
	CD SSBs, off-raster SSBs



Proposal 2.4: adopt the proposed framework in Table 3 for initial acquisition, inter-IAB-node discovery and BH measurements.

OTA synchronization
RAN1 #92bis achieved the following agreement
	Agreements:
· Study the feasibility of over-the-air (OTA) synchronization and the impact of timing misalignment on IAB performance (e.g. the number of supportable hops). 



An OTA synchronization technique can be adopted to provide NR-IAB network synchronization. As shown in Figure 4, in a multi-hop NR-IAB network with hierarchical topology, an IAB-node can synchronize to its parent node(s) using the available synchronization mechanism of the Uu interface (i.e. tracking downlink receive timing, and adjusting uplink transmit timing using the provided TA command). This would naturally synchronize the whole network to the IAB-donors. 
One potential issue with this technique could be the fact that the accumulated errors over multiple hops may lead to a network that is not tightly synchronized. In [3], we calculate the maximum timing error over a single link and the maximum number of supportable hops to guarantee an acceptable multi-hop synchronization accuracy. In what follows, we provide a summary. 
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[bookmark: _Ref513623792]Figure 4: multi-hop over-the-air synchronization

Consider two IAB-nodes 1 and 2, where IAB-node 1 is the parent of IAB-node 2 – i.e. IAB-node 2 synchronizes to IAB-node 1, like a UE synchronizing to its serving cell. Figure 5 shows the timing diagram of the initial signalings between the two nodes. 
[image: ]
[bookmark: _Ref513648198]Figure 5: transmit and receive timing over a single link
As it is shown in Figure 5, there are various factors contributing to the overall time deviation over a single link. We can calculate an upper bound on this value () using the NR timing requirements of the UEs (please refer to 38.133 and 38.213) – details of the calculation are provided in [3]. 
Assuming a cell phase accuracy of 3 usec (based on 38.133 (7.4)), the maximum number of supportable hops can be determined for various frequency bands and subcarrier spacing as 

Table 4 provides these values, and compares the result of our numerical analysis with that of [4], where a slightly different methodology was used to calculate the maximum per-hop time deviation.

[bookmark: _Ref513649567]Table 4: maximum time deviation per hop, and maximum number of allowable hops



Note that if we need to tighten the cell phase accuracy requirement (e.g. to 1.5 usec to ensure max relative time deviation of 3 usec for any two IAB-nodes), the number of supportable hops will proportionally reduce. However, we can make the following general observations:
Observation 3.1: the accuracy of the over-the-air (OTA) synchronization (using Uu interface) depends on the frequency band and the subcarrier spacing of the reference signals. 
Observation 3.2: OTA synchronization can support multi-hop IAB network: 8~10 hops for mmw bands, and 2~3 hop for sub-6 GHz bands.

The proposed multi-hop OTA synchronization technique ends up synchronizing the IAB-nodes to the IAB-donor(s) who are at the roots of the IAB network topology. To achieve synchronization across the network, the IAB-donors should also be synchronized – e.g. using GPS/GNSS or Ethernet. 

Proposal 3.1: Over-the-air (OTA) synchronization (over Uu interface) can be used to synchronize a multi-hop IAB network to the IAB-donors.
Proposal 3.2: network should synchronize the IAB-donors using the available techniques, e.g. using GPS/GNSS, Ethernet, etc. 

Multi-hop timing alignment
RAN1 #92bis achieved the following agreement
	Agreements:
· Mechanisms for timing alignment across multi-hop NR-IAB networks should be studied. 



To maintain synchronization across multi-hop IAB network, we propose aligning the slot boundaries over the multiple hops. This means an IAB-node has (at least) 3 timing references: downlink receive timing from its parent (DL RX), uplink transmit timing to its parent (UL TX), and downlink transmit/uplink receive (DL TX/UL RX) timing to/from its child IAB-nodes and UEs. See Figure 6.
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[bookmark: _Ref513651996]Figure 6: multiple timing references of an IAB-node

Note a guard period (GP) is needed depending on the allocated resources and the schedule of the IAB-node. We further notice an IAB-node can still spatially multiplex its communications with its parent and children (when an opportunity exists), that may use two different timing references, through utilizing two separate digital/RF chains. 
Proposal 4.1: the slot boundaries across multi-hop IAB network should be aligned. 

Resource allocation and coordination
RAN1 #92bis achieved the following agreements
	Agreements:
· Mechanisms for scheduling coordination, resource allocation, and route selection across IAB nodes/donors and multiple backhaul hops should be studied.
· Mechanisms for efficient TDM/FDM/SDM multiplexing of access/backhaul traffic across multiple hops considering an IAB-node half-duplex constraint should be studied.



A centralized resource partitioning approach [5] is proposed based on NG-RAN CU-DU split architecture, where the IAB-donor CU-CP collects information from all DUs of IAB-nodes, runs resource partitioning algorithm, and sends out resource configurations to all DUs of IAB-nodes. The IAB-donor is assumed to know the topology of the IAB network. Additional information on traffic and link capacity may need to be reported from IAB-nodes to support decisions on resource partitioning. Resource configuration from IAB-donor shall at least indicate whether a resource unit is allocated or not. It may further specify if a resource is allocated to an individual link, a subset of links or all links controlled by the DU’s scheduler. The IAB-donor may further provide policies to the IAB-node on how to share a resource among a set of links. 
For a resource unit that is indicated as unallocated for a DU, no UL/DL transmissions are allowed on this resource unit for links controlled by this DU’s scheduler. For DL/UL transmissions that are dynamically scheduled by DU, a DU may be able to schedule around the unallocated resources. But for periodic or semi-persistent DL/UL transmissions that are configured by RRC, it may be very challenging or even impossible for RRC to find a configuration that can avoid all unallocated resources. The slot structure with flexible indication defined in existing NR framework may be able to be leveraged by a DU to ensure no DL/UL transmissions on an unallocated resource unit, but detailed analysis shall be done on various scenarios to see whether this goal can be achieved.   
Proposal 5.1: Further study is required to understand whether and how a DU of an IAB-node can ensure no DL/UL transmissions on an unallocated resource unit by using existing NR framework.        
For resource partitioning on time-domain, the partitioning granularity, whether to be a symbol, a mini-slot, a slot or multiple slots, shall be studied. The impact of resource partitioning on various procedures, such as sync, access, paging, HARQ, semi-persistent scheduling etc., shall also be investigated. Certain constraints may need to be imposed on resource partitioning.     
Proposal 5.2: For resource partitioning on time-domain, the partitioning granularity, whether to be a symbol, a mini-slot, a slot or multiple slots, and its impact on various procedures shall be studied.
Others 
RAN1 #92bis achieved the following agreement,
	Agreements:
· Two cases: (1) donor and relay node share the same cell ID and (2) donor and relay maintain separate cell ID can be further studied. 
· Note: The feasibility of (1) may depend on architectures considered in RAN2/3. 



We note based on RAN2 agreements, each IAB-node comprises (at least) one DU, and each DU has its own cell ID. Hence, donor and relay maintain separate cell IDs.
Proposal 6.1: donor and relay maintain separate cell IDs.

Various design enhancements were proposed during RAN1 #92bis, e.g. to support
· cross-link interference management
· higher order modulation (1024-QAM)
· multi-link/multi-TRP operation
We acknowledge while such enhancements can definitely improve NR-IAB performance, they are not limited to NR-IAB and should be studied in a unified framework for various NR features. Hence, from the standardization point of view, we should utilize the limited TUs available during NR-IAB SI to discuss the necessary design aspects that are fundamentally needed for NR-IAB operation. Such enhancements can be deferred to WI or leverage the similar studies done for other NR features.
[bookmark: _GoBack]Proposal 6.2: during NR-IAB SI, we should prioritize discussions of the design aspects that are fundamentally required for NR-IAB operation. Discussing enhancements (e.g. CLI, higher modulation, multi-link/multi-TRP, etc) should be deferred to WI or leverage a unified study with other NR features. 

Conclusion
In this contribution, we provided our view on RAN1 design and standardization of NR-IAB, and overviewed main design aspects to enable NR BH. We also made the following observations and proposals:
Observation 1.1: Backhaul RACH design needs to support higher round trip time and link gain compared to access RACH design. 
Observation 1.2: Assuming N to be the ratio of antennas at Gnb and UE, backhaul RACH can support approximately 20 * log10(N) dB higher path loss compared to access RACH with same preamble formats. Assuming X Db/decade to be the path loss slope, this higher link gain can support up to 10^((20 * log10(N))/X) higher distance.
Observation 1.3: With 60 kHz Msg1 SCS, RACH preamble format C2 can at least support 5 km round trip distance. Network can support even higher round trip distance with different RACH receiver implementation.
Observation 1.4: No new RACH preamble format design is necessary for NR IAB.
Observation 1.5: If access and backhaul links use same time-frequency resources for RACH transmission, supportable cyclic shifts for RACH transmission decrease significantly.
Observation 1.6: If access and backhaul links use same time-frequency resources for RACH transmission, network has to trade-off between supporting higher distance in backhaul links and higher gain in access links.
Observation 2.1: discovery and measurements have different requirements, and may follow different procedures.
· Inter-IAB-node discovery can be based on cell-specific reference signals (like SSB) transmitted periodically (with large periods) and via beam-sweeping using a set of coarse beams.
· BH measurements can be based on specific on-demand transmissions of reference signals (like CSI-RS) with short periodicity, and using finer beams.
Observation 2.2: comparing SSB-based and CSI-RS based RRM framework:
· CSI-RS based approach has more configuration flexibility, 
· CSI-RS based approach has more configuration signaling overhead,
· CSI-RS based approach requires knowledge of identity and configuration of the transmitting node, and hence does not support blind discovery,
· without tight synchronization, SSB should be used to provide fine time synchronization.
Observation 2.3: the TX/RX coordination pattern may be semi-persistent, periodic, dynamic, or it may follow a (pseudo-)random pattern. 
· a (pseudo-)random pattern can increase detectability, and may be more suitable for inter-IAB-node discovery. 
· a semi-persistent or periodic pattern may be more suitable for measurements.
Observation 2.4: the TX/RX coordination can be configured centrally by the network, or in a distributed manner by the IAB-nodes (e.g. randomly, or following a preconfigured rule).
Observation 2.5: BH discovery and measurements should occur on time resources that are not overlapping with the periodic transmissions to the UEs.
Observation 2.6: Sporadic SSB transmissions, following a muting pattern, may confuse the UEs, if they are transmitted on a sync raster.
Observation 3.1: the accuracy of the over-the-air (OTA) synchronization (using Uu interface) depends on the frequency band and the subcarrier spacing of the reference signals. 
Observation 3.2: OTA synchronization can support multi-hop IAB network: 8~10 hops for mmw bands, and 2~3 hop for sub-6 GHz bands.

Proposal 1.1: NR studies how to handle multiplexing of RACH transmission from access and backhaul links.
Proposal 2.1: simple modifications to the NR R15 RRM framework should be considered to make it more suitable for backhaul operations.
· FFS: new values for CSI-RS/SMTC periodicity, maximum number of SMTC configured per frequency, flexible time-domain location of the SSBs within a SMTC.
Proposal 2.2: IAB-nodes should adopt a TX/RX coordination (muting pattern) to enable discovering/measuring other IAB-nodes while being discoverable/measurable by the other IAB-nodes.
Proposal 2.3: further study the details of the configuration of the TX/RX coordination and its required signaling.
Proposal 2.4: adopt the proposed framework in Table 3 for initial acquisition, inter-IAB-node discovery and BH measurements.
Table 3: reference signals used for various BH operations
	BH procedure
	Baseline ref signals
	Additional ref signals 

	Initial acquisition
	CD SSBs
	Off-raster SSBs

	Inter-IAB-node discovery
	Off-raster SSBs
	CD SSBs, CSI-RS

	BH measurements
	On-demand CSI-RS
	CD SSBs, off-raster SSBs



Proposal 3.1: Over-the-air (OTA) synchronization (over Uu interface) can be used to synchronize a multi-hop IAB network to the IAB-donors.
Proposal 3.2: network should synchronize the IAB-donors using the available techniques, e.g. using GPS/GNSS, Ethernet, etc. 
Proposal 4.1: the slot boundaries across multi-hop IAB network should be aligned.
Proposal 5.1: Further study is required to understand whether and how a DU of an IAB-node can ensure no DL/UL transmissions on an unallocated resource unit by using existing NR framework.        
Proposal 5.2: For resource partitioning on time-domain, the partitioning granularity, whether to be a symbol, a mini-slot, a slot or multiple slots, and its impact on various procedures shall be studied.
Proposal 6.1: donor and relay maintain separate cell IDs.
Proposal 6.2: during NR-IAB SI, we should prioritize discussions of the design aspects that are fundamentally required for NR-IAB operation. Discussing enhancements (e.g. CLI, higher modulation, multi-link/multi-TRP, etc) should be deferred to WI or leverage a unified study with other NR features. 
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Δ

max,perHop

1.37E-06 9.11E-07 1.2E-06 8.46E-07 1.11E-06 7E-07 3.34E-07 2.77E-07 2.69E-07 2.12E-07

Δ

max,perHop

 [4] 7.81E-07 6.51E-07 5.86E-07 5.21E-07 4.56E-07 3.58E-07 2.44E-07 2.28E-07 1.63E-07 1.46E-07

max no. of hops 2 3 2 3 2 4 8 10 11 14

max no. of hops [4] 3 4 5 5 6 8 12 13 18 20

15 30 60 120


Microsoft_Excel_Worksheet.xlsx
Sheet1

		UL SCS (kHz)		15				30				60								120

		SSB SCS (kHz)		15		30		15		30		15		30		120		240		120		240

		max TTX-err 		0.0000003906		0.0000002604		0.0000003255		0.0000002604		0.0000003255		0.0000002279		0.0000001139		0.0000000977		0.0000001139		0.0000000977

		max TTA-adj-err		0.0000001302		0.0000001302		0.0000001302		0.0000001302		0.0000000651		0.0000000651		0.0000000651		0.0000000651		0.0000000163		0.0000000163

		TA granularity		0.0000005208		0.0000005208		0.0000002604		0.0000002604		0.0000001302		0.0000001302		0.0000001302		0.0000001302		0.0000000651		0.0000000651

		max Tdtct_err		0.0000005208		0.0000002604		0.0000005208		0.0000002604		0.0000005208		0.0000002604		0.0000000651		0.0000000326		0.0000000651		0.0000000326

		Δmax,perHop		0.0000013672		0.0000009115		0.0000012044		0.0000008464		0.0000011068		0.0000006999		0.0000003337		0.0000002767		0.0000002686		0.0000002116

		Δmax,perHop [4]		0.0000007813		0.000000651		0.0000005859		0.0000005208		0.0000004557		0.0000003581		0.0000002441		0.0000002279		0.0000001628		0.0000001465



		max no. of hops		2		3		2		3		2		4		8		10		11		14

		max no. of hops [4]		3		4		5		5		6		8		12		13		18		20





		K		2

		Tc		0.0000000005

		Ds (F1)		0.00E+00

		Ds (F2)		0.00E+00

		max Delay		3.00E-06
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