Page 1

3GPP TSG RAN WG1 Meeting #93
R1-1807382
Busan, Korea, May 21st – 25th, 2018
Agenda item:
7.5.1
Source: 
Qualcomm Incorporated

Title: 
Traffic models for NR V2X evaluation scenarios
Document for:        Discussion/Decision
1
Introduction
In RAN#92bis, the discussion on traffic models led to the following two options.
	1. Two options are supported as follows: 
a) Periodic traffic based on Option 1
i. FFS on which option(s) is(are) supported:
1. Message size varies in time in a deterministic manner.
2. Message size varies in time in a random manner.
b) Aperiodic Traffic based on Option 3
i. Working assumption: Inter-packet arrival time = a non-negative constant value + a random variable following an exponential distribution
ii. Message size varies in time in a random manner.
c) Other options are not precluded if a relevant use case is identified.
2. Further discussion till next meeting whether both options have equal priority or one of them has a higher priority


In this contribution, we discuss traffic patterns for applications that have traditionally been assumed to generate period traffic and show that realistic traffic models are typically aperiodic in nature. As a result, we propose that the aperiodic traffic model is prioritized over the periodic traffic model for the NR V2X evaluation. 

2         Discussion

When determining traffic models to be used in NR V2X evaluations, there have been claims made that many of the use cases being considered in NR V2X involve periodic messaging. In this contribution, we attempt to show that the advanced use cases for NR actually involve traffic with randomized arrival and transmission patterns. 
2.1 Collective Perception Messages

Collective Perception Messages(CPMs) are messages exchanges to provide UEs with perception of road users, obstacles and other objects that have been perceived by V2X enabled UEs. One of the primary use cases for NR V2X are the CPMs generated as an aggregate of the sensory capabilities of UEs with V2X enabled. The details of the content and generation of these CPMs can be found in [1].
At first glance it may appear that these CPMs are generated on a periodic basis with the period dependent on the data generated. However, it is also specified in [1], the specific trigger conditions that dictate the generation and consequently the transmission of these CPMs. The generation of CPM is dynamically determined due to the trade-off between the message utility which dictates that the messages should be transmissions as frequently as possible and congestion management which requires minimal channel utilization. The generation of CPMs are specified in [1] and have the following characteristics:
· The generation of the CPM messages occur between 100ms and 1000ms

· The exact value of message generation depends on the channel usage requirements based on the decentralized congestion control mechanism. The exact value will be provided by the application or management entity for each message.

The variation of the traffic pattern is governed not only by the amount of data to be transmitted but also by the congestion control mechanism. The trigger condition for transmission of the CPM are as follows (described in more detail in [1]):
1. The time elapsed after the previous transmission is more than the specified time

2. If no data is available is for transmission, the UE wats until the max allowed time and then scheduled a transmission with the empty packet.

3. A transmission is scheduled when at least 1 object is found and chosen for transmission. 
The above conditions imply that the UE waits till the maximum amount of time possible to transmit when there are no messages generated. This effectively means that the message generation depends on the sensitivity of the sensors in each UE resulting in messages being generated and transmitted in a randomized fashion.
There are also additional random time intervals from the generation of the CPM message and it’s delivery to the network transport layer. This delay can be up to 50ms. There’s also a random gap between the generation of messages and the assignment of a timestamp for each of the messages. It is specified that this delay can be over 30s. 
In addition to the above, there may exist scenarios where CPM messages received by a UE need to be retransmitted to ensure that other UEs receive the transmitted messages. This may occur in the case of limited functionality in the sensors for some of the UEs. This creates a randomized pattern of transmission for these kinds of messages.

Furthermore, since the amount of data generates varies significantly based on the sensor data the packet sizes generated also vary significantly for each transmission. In some cases, when the data generated is large, it is segmented by the MAC before transitioning to the PHY. This results in further randomization of the transmission time since packets are transmitted one at a time. In summary, it is seen that both message size and the generation time are fairly randomized. The appropriate traffic model to be used is shown in the following sections.
2.2
Basic Safety Messages

There have been some proposals to evaluate NR-V2X with basic safety message traffic. These proposals have been made  even though there has been explicit guidance from the RAN plenary to avoid use cases that have been defined for LTE V2X. Furthermore, it has been suggested that BSMs follow a strictly periodic traffic model and as such a similar assumption must be made for NR V2X as well. We consider that practical implementation and observations of BSMs result in randomized traffic due to the following reasons: 
2.2.1
Max ITT computation 

The congestion control mechanism defined in the SAE specification [2] dictates that the transmission time be varied depending on the number of neighbours observed at any given time instant. There is a range from 100ms to 600ms where the UE may choose to transmit depending on the number of other UEs observed. This is defined in Section 6.8.3.4. When the car is in motion the number of neighbours could dynamically vary every couple of transmissions. In addition, the transmission time could be an odd number (not necessarily a multiple of 100ms).

2.2.2
Tracking Error

Tracking error has also been defined in the SAE specification [2] and varies based on the road geometry and the probability of packet reception. It is also specified that the message transmission either is either skipped or transmitted before its scheduled time. This aspect introduces a significant element of randomness potentially in each transmission.

2.2.3
Random Offset

In addition to the other two factors, the UE add a random offset (~5ms) or to each transmission. This means that the message could either be transmitted 5ms before or after the actual scheduled message time. 

Combining all these factors implies that the assumption of strictly periodic traffic model would not be accurate reflection of the traffic patterns seen for BSMs. A proposal for a more accurate modelling of BSMs is shown below.

2.4
Sensor Sharing Mechanisms

Established driver systems such as lane departure warnings, automatic cruise control, driver assist etc have associated sensors that they rely on. Each application has a specific sensor configuration that generates measurement data for these applications. For ADAS, the number of sensor and the associated configurations only increase in number and complexity. A subset of the typical sensors being considered are radar, lidar and camera/vision based sensors. [3-5]
Sometimes the measurements from these sensors are aggregated or fused together, other times each sensor input is taken into account individually as and when it’s generated. The processing flow of a typical sensor is shown in Figure 1. 
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Figure 1: Processing flow of a typical ADAS sensor
In an ADAS configuration the computer vision (CV) system corresponds to object recognition and may update its measurements or reporting when a change in scenery occurs whereas a Lidar system typically has a continuous frequency of reporting. The radar system requires multiple measurements to obtain accurate results e.g., velocity estimation. These sensors operate asynchronously as shown in Figure 2. 
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Figure 1: Measurement staggering of ADAS sensors

It can be challenging to rely on real-time synchronization of the sensors since the measurement and processing durations of each sensor varies independently over time, e.g., the radar output depends on the number and quality of the measurements made whereas the CV system only processes changes to the scenery over time.  This problem has been studied extensively and several sensor fusion approached have been proposed in the literature. 

For purposes of V2X traffic, it’s clear that each sensor may output a different amount of date at a different time. Whether each sensor output or whether just the aggregate is transmitted depends on the specific implementation. However, the assumption of a strictly periodic traffic model for this application does not capture the system accurately. It is seen a fully randomized system with varying packet sizes is a more accurate approximation of realistic sensor sharing data.
2.5
Flow Control Mechanisms
Per 3GPP understanding, the PHY is not privy to specific traffic flows from the RLC/PDCP layers. Indeed the MAC layer also may not be completely aware of the nature of the specific data that is being assigned to the transport layer. Thus far, the protocols have been designed such that higher layers slice the incoming traffic flows to minimize overhead while meeting the minimum requirements of the traffic. Sequencing of the packets for each flows followed by segmentation and combining of flows all occur at the higher layers and are opaque to the PHY. 
If there are multiple application running concurrently at the UE for NR V2X transmission, the PHY would not be able to distinguish between different flows per se. Therefore, even if there was a V2X application with the uniquely periodic pattern, the mixing of traffic flows would effectively ensure that the resultant data stream from multiple flows would be aperiodic. Therefore, the benefit of assuming a periodic pattern for traffic is unclear at best and worst is simply incorrect. For LTE, all the applications and use-cases were considered to be semi-periodic in nature and hence the assumption made sense in context. However, those do not hold for the NR use cases and therefore, the same assumption also should not be applied. 
3         Traffic Models for NR V2X
The purpose of a potential Study Item is to conclude on the feasibility of designing a mechanism to meet target requirements for unique and different traffic models that were not considered so far. Based on our experiences in Rel-14/15 LTE V2X, we are confident that feasibility of designing a solution is not questionable or controversial. However, it is yet unclear whether designs to meet target performance requirements for aperiodic are feasible and in our vire, this should be the main focus of the study.

While taking into account the considerations of other companies as well, it may be useful to benchmark the performance of NR V2X against LTE V2X. For this purpose and to support any potential systematic traffic, we may also consider supporting periodic traffic models. However, we do not think that these should have equal billing as the aperiodic traffic for the reasons detailed above.

Proposal 1: Aperiodic traffic model(s) are prioritized in NR V2X evaluations. 

Proposal 2: The aperiodic traffic model is characterized as follows: 

· 
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 is the upper-bound of the distribution and set to be 1s
· The message size is chosen based on a discrete uniform distribution between 200bytes and 2000bytes.

· Message size set: [200bytes 800bytes 1400bytes 2000bytes]

Proposal 3: The periodic model is also support for NR V2X but is not considered to be the main priority of the study.

Proposal 4: The periodic traffic model is characterised as: 

· 
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· The message size is chosen based on a discrete uniform distribution between 200bytes and 300bytes

· Message size set: [200bytes 300bytes]

4
Conclusion 

In this contribution, we discussed the traffic models for the NR V2X evaluations and propose the following: 
Proposal 1: Aperiodic traffic model(s) are prioritized in NR V2X evaluations. 

Proposal 2: The aperiodic traffic model is characterized as follows: 

· 
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 is the upper-bound of the distribution and set to be 1s
· The message size is chosen based on a discrete uniform distribution between 200bytes and 2000bytes.

· Message size set: [200bytes 800bytes 1400bytes 2000bytes]
Proposal 3: The periodic model is also support for NR V2X but is not considered to be the main priority of the study.

Proposal 4: The periodic traffic model is characterised as: 
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· The message size is chosen based on a discrete uniform distribution between 200bytes and 300bytes

· Message size set: [200bytes 300bytes]
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