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1. Introduction
In RAN1 #84b, it was agreed that non-orthogonal multiple access (NOMA) schemes should be investigated [1].  In 3GPP Plenary #78, NOMA was agreed as a study item (SI) for NR Rel-15 [2]. In particular, uplink (UL) NOMA will be studied for both grant-based and grant-free transmissions for eMBB, URLLC and mMTC [2-5]. Many aspects of the system level evaluation assumptions have been discussed and agreed in RAN1-92b. 

In this contribution, we provide additional views on system level evaluations and methodologies for NR NOMA, as well as an update for mMTC CL distribution without considering coverage extension.

To summarize, the agreements on SLS assumptions and evaluation metrics can be listed as follows:
· The following assumptions have been agreed for SLS:
	Parameters
	mMTC
	URLLC
	eMBB

	Layout
	Single layer - Macro layer: Hex. Grid

	Inter-BS distance
	[1732]m 
	[500m]
	200m

	Carrier frequency
	700MHz
	[4GHz. 700MHz]
	4GHz

	Simulation bandwidth
	[6] PRBs
	12 PRBs
	12 PRBs

	Number of UEs per cell
	Companies report

	Channel model
	UMa in TR 38.901

	UE Tx power
	Max 23 dBm

	BS antenna configurations
	2 Rx or 4 Rx for 700MHz;
2 ports: (M, N, P, Mg, Ng) = (10, 1, 2, 1, 1), 2 TXRU;
4 ports: (M, N, P, Mg, Ng) = (10, 2, 2, 1, 1), 4 TXRU;
dH = dV = 0.5λ;
BS antenna downtilt: companies to report, FFS a single value
4 Rx or 16 Rx for 4GHz;
4 ports: (M, N, P, Mg, Ng) = (10, 2, 2, 1, 1), 4 TXRU;
16 ports: (M, N, P, Mg, Ng) = (10, 8, 2, 1, 1), 16 TXRU;
dH = 0.5λ, dV = 0.8λ;
BS antenna downtilt: companies to report, FFS a single value

	BS antenna height
	25m

	BS antenna element gain + connector loss
	8 dBi, including 3dB cable loss

	BS receiver noise figure
	5dB

	UE antenna configuration
	1Tx as starting point

	UE antenna height
	Follow the modelling of TR 38.901

	UE antenna gain
	0dBi as starting point

	UE distribution
	For mMTC: 
[20%] of users are outdoors (3km/h), [80%] of users are indoor (3km/h); Users dropped uniformly in entire cell
Companies are encouraged to check whether the percentage of UEs whose CL > 144 dB is significant (e.g., 5%) and the CDF of the CL. Further discuss the percentage of outdoor UEs, to be finalized in May meeting.
For URLLC 
[20%] of users are outdoors (3km/h), [80%] of users are indoor (3km/h); Users dropped uniformly in entire cell
For eMBB
20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell

	UE power control
	Open loop PC for mMTC. Companies report the PC mechanisms used for eMBB and URLLC. 

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic

	BS receiver
	Advanced receiver, with baseline scheme is MU-MIMO (e.g., has the capability of spatial differentiation)
Companies to provide analysis of complexity between baseline vs. advanced receivers



· The following performance metrics have been agreed for SLS:
For mMTC
· Focus on normal coverage.
· The performance metrics for mMTC include the following:
· Higher layer packet drop rate (PDR) vs. offered load. The definition of PDR is FFS:
· Offered load can be at least 
· Higher layer packet arrival rate (PAR) per cell for massive connectivity
· CDF of packet drop rate per UE is optional.
· CDF of transmission latency is optional.
· CDF of the inter-cell interference-over-thermal (IOT) is optional.
· Note: companies are encouraged to provide the curve of resource utilization (RU) vs. offered load.

For URLLC
· The baseline for performance comparison is UL transmission without dynamic link adaptation (i.e., using configured grant type 1 or type 2)
· The performance metrics for URLLC include at least the following:
· Percentage of users satisfying reliability and latency requirements vs. packet arrival rate (PAR).
· CDF of reliability per UE is optional.
· CDF of the inter-cell interference-over-thermal (IOT) is optional.
· Note: companies are encouraged to provide the curve of resource utilization (RU) vs. PAR. 
For eMBB
· The performance metrics for eMBB include the following:
· Metric 1: Higher layer packet drop rate (PDR) vs. offered load. The definition of PDR is FFS:
· Offered load can be at least 
· Higher layer packet arrival rate (PAR) per cell
· CDF of packet drop rate per UE is optional.
· CDF of transmission latency is optional.
· CDF of the inter-cell interference-over-thermal (IOT) is optional.
· Note: companies are encouraged to provide the curve of resource utilization (RU) vs. offered load. 
· Metric 2: UPT vs. offered load. 
· CDF of the inter-cell interference-over-thermal (IOT) is optional.
· CDF of UE perceived throughput is optional
· FFS whether or not to have signaling overhead as one performance metric

2. Baseline scheme for NOMA evaluation
In NOMA UL transmission, multiple UEs share the same time/frequency resources in a non-orthogonal way. The major benefits of NR NOMA include the following:
· signaling overhead reduction enabled by scheduling request (SR) and grant-free transmission;
· reduced power consumption and latency;
· flexibility and scalability of system configuration;
· system capacity enhancement.
Table 1 summarizes the use cases, features, and operation modes of NR NOMA. In particular, the highlighted features in the fourth column reflect the major benefits of NOMA outlined in the SID [3], which should be considered/prioritized in the design, evaluation and comparison of NOMA Tx/Rx schemes. 

In scenarios where UL transmission operates in synchronized (with timing advance) and grant-based mode, the implementation of NR MU-MIMO is immediately applicable. Therefore, NR MU-MIMO should be considered as a baseline in evaluating the performance gains of NR NOMA in such scenarios. 

[bookmark: _Ref510797561]Table 1: NR NOMA Use Cases and Features Supported by Different Operation Modes
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2.1 Signalling Overhead Considerations
Cell-edge UEs which are power-limited may be allocated a small transmission bandwidth to ensure good SINR. Even for cell-center UEs, if they only have small payloads, then it is likely that they are allocated only a small number of RBs. If the system bandwidth is large (e.g., 100 MHz), then to get good system utilization, several UEs may need to be scheduled in FDM-manner in one slot. 
Similarly, in the spatial domain, the number of antennas at the gNB may be large, but each UE’s rank may be small either because the UE is at the cell-edge or because it has small payloads. Then, several UEs may be scheduled together using multi-user MIMO to enhance the system capacity. 
In such scenarios, the total number of UEs scheduled in one slot may be high. The downlink control signalling overhead associated with the corresponding uplink grants could be quite high and may become the bottleneck for uplink performance. 
The following CDF shows the distribution of the number of UL grants in a slot. This is derived from a full-buffer system simulation with 10 UEs per cell in the 200 m. ISD UMi layout, where the system bandwidth was assumed to be 100 MHz. The scheduler used FDMA over 5 sub-bands and MU-MIMO. The gNB is assumed to have 64 ports[footnoteRef:2]. [2:  This setup is for small cell, and it can be extended to larger cells with more UEs and bursty traffic. Similar observations have been made for different cell size and traffic mode.] 
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Figure 1: Distribution of UL Grant Number Within a Slot

In such scenarios, we expect grant-free operation, possibly combined with NR NOMA, to provide significant savings in the downlink control overhead. Therefore, the evaluation of the benefits of NOMA should consider the signalling overhead as one of the performance metrics.
For grant-based MU-MIMO uplink operation, there are benefits in terms of closed-loop precoder selection, MCS selection and power control. However, if a large number of UEs that have traffic at any given time, it is possible that the downlink control channel capacity becomes the bottleneck. It would be useful to quantify the performance impact of the downlink control channel capacity. One methodology that we propose to account for the downlink control channel capacity constraints is to impose a scheduling constraint in the form of the number of UEs that can be scheduled in the same slot.
Considering this discussion, we have the following proposals:
[bookmark: _Hlk510804222]Proposal 1: For the performance evaluation of NR NOMA for eMBB and URLLC, grant-based NR MU-MIMO with a scheduling restriction to model downlink control channel capacity constraints should be considered as a baseline. A limit on the number of simultaneously scheduled UEs based on the system bandwidth can be considered as the scheduling restriction for this purpose.
Proposal 2: For eMBB small payload use case, downlink control signalling overhead should be included as one of the performance criteria. The number of UEs scheduled in each slot at each gNB can be used as the performance metric representing the signalling overhead for grants.

3. SLS Assumptions
For system level evaluation of NR NOMA, some aspects of the system-level simulation assumptions have been agreed in RAN1-92 bis [5]. In this section, we discuss some open issues related to the simulation assumptions and metrics.
3.1 TDD Configuration and Processing Delay
One potential motivation for grant-free uplink with NR NOMA is to reduce the latency associated with waiting for the grant. To evaluate this aspect, the per-packet latency should be used as a performance metric, where the latency includes the time between the arrival of the packet at the UE and the successful decoding at the gNB. The assumptions agreed in [5] already list the user-perceived throughput (UPT) as a metric for eMBB. This metric captures the impact of latency benefits. 
In order to accurately quantify this impact, certain aspects that will affect the user-perceived throughput and latency should be modelled and reported where applicable:
· For grant-based schemes, waiting time until next SR opportunity and SR to grant delay
· UE-side grant-to-data processing delay
· Network-side processing delay from decoding failure to grant for retransmission
· TDD downlink-uplink configuration
· Resource utilization

For a TDD-based system, the uplink small-packet latency will be impacted by the TDD downlink-uplink configuration used. The delay resulting from having to wait for the uplink opportunity should be taken into account. We propose to use the 3:1 DL:UL ratio, specifically, the DDDU pattern.
[bookmark: _Hlk510774594]Proposal 3: For the system-level evaluation of NR NOMA for TDD systems, the TDD configuration used for eMBB small payload use case needs to be modelled and reported to account for the resulting impact on latency.

3. 
3.2 System Bandwidth
The NOMA system-level evaluation assumptions table in [5] does not include a recommended value for system bandwidth. The number of UEs per cell, the traffic model and the system bandwidth will have an impact on the number of UEs that transmit on the same resources at the same time. This in turn will have an implication for the potential for NOMA transmissions to occur as well as on the signalling capacity requirements. We propose the following assumptions on the system bandwidth for NOMA system-level evaluation.
Proposal 4: For NOMA system-level evaluation, the following system bandwidth should be used:
· MMTC: 5 MHz
· URLLC: 20 MHz
· eMBB: 80 MHz

3.3 mMTC Coupling Loss
The simulation assumptions table in [5] recommended to check whether the percentage of UEs whose CL > 144 dB is significant. Based on the simulation assumptions, we present the following CDF of coupling loss for the mMTC scenario. 
It can be seen that the fraction of UEs with coupling loss > 144 dB is very small. The result is based on 20% users being outdoor and 80% indoor. 

[bookmark: _Hlk513823632]Proposal 5: The fraction of indoor users for mMTC scenario system simulations can be set to 20%.
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Figure 2: CDF of coupling loss for mMTC scenario

3.4 Traffic Model
We propose the following regarding traffic model assumptions:

Proposal 6: The following traffic models should be considered and prioritized in NR NOMA SLS:
· eMBB: FTP model 3, small packet size;
· URLLC: FTP model 3, small packet size (e.g. 32 bytes);
· mMTC: as specified in 45.820
4. Conclusion
To conclude, we have presented some additional views on the system-level simulation assumptions for NR NOMA evaluation. We have the following proposals:

Proposal 1: For the performance evaluation of NR NOMA for eMBB and URLLC, grant-based NR MU-MIMO with a scheduling restriction to model downlink control channel capacity constraints should be considered as a baseline. A limit on the number of simultaneously scheduled UEs based on the system bandwidth can be considered as the scheduling restriction for this purpose.
Proposal 2: For eMBB small payload use case, downlink control signalling overhead should be included as one of the performance criteria. The number of UEs scheduled in each slot at each gNB can be used as the performance metric representing the signalling overhead for grants.
Proposal 3: For the system-level evaluation of NR NOMA for TDD systems, the TDD configuration used for eMBB small payload use case needs to be modelled and reported to account for the resulting impact on latency.
Proposal 4: For NOMA system-level evaluation, the following system bandwidth should be used:
· MMTC: 5 MHz
· URLLC: 20 MHz
· eMBB: 80 MHz

Proposal 5: The fraction of indoor users for mMTC scenario system simulations can be set to 20%.
Proposal 6: The following traffic models should be considered and prioritized in NR NOMA SLS:
· eMBB: FTP model 3, small packet size;
· URLLC: FTP model 3, small packet size (e.g. 32 bytes);
· mMTC: as specified in 45.820
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