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1	Introduction
In this contribution, we discuss the evaluation of the connection density performance indicator for the self-evaluation of NR for IMT-2020 and provide performance results.
2 [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Discussion of Evaluation Methods
For the IMT-2020 self-evaluation, the connection density performance indicator is evaluated in the Dense Urban – mMTC test environment using either a full buffer or non-full buffer system simulation approach [2].  If the full buffer approach is used, the system simulations are followed by link simulations.  In this contribution, we use the non-full buffer simulation approach which includes the following steps [2]:
Set system user number per TRxP as N.
Generate the user packet according to the traffic model (Poisson arrivals: 1 packet/day or 1 packet/2 hours).
Run non-full buffer system-level simulation to obtain the packet outage rate. The outage rate is defined as the ratio of the number of packets that failed to be delivered to the destination receiver within a transmission delay of less than or equal to 10s to the total number of packets generated in Step 2.
Change the value of N and repeat Step 2-3 to obtain the system user number per TRxP N’ satisfying the packet outage rate of 1%.
Calculate connection density by equation C = N’ / A, where the TRxP area A is calculated as A = ISD2 × sqrt(3)/6, and ISD is the inter-site distance.
The transmitted packets are 32 byte layer 2 PDU’s and the simulations assume a Poisson arrival rate of 1 packet every 2 hours per device.  The required connection density is  devices/km2 [1].
3	Results
The system simulations are configured according to the Dense Urban – mMTC environment described in [2] with additional configuration details given in Table 2.  Simulation are performed using the UMa_A channel model for Configuration A (inter-site distance [ISD] of 500 m) and Configuration B (ISD of 1732 m).  The traffic model uses an arrival rate of 1 32-byte packet every two hours.
The number of UE’s in the simulation are calculated to provide a system load of at least the required connection density.  The number of UE’s per sector is calculated using

where  is the required connection density ( devices/km2),  is the simulated time period,  is the packet arrival rate ( arrivals per second),  is the number of PRB’s assigned to a user (the simulation bandwidth),  is the sector area, and  is the number of PRB’s in the sector in the system bandwidth. The simulation is run for  with a simulation bandwidth of .  The sector area is given by , where the ISD is given in km.  The system bandwidth varies for each configuration as shown in Table 2 so that configuration A has  PRB’s (10 MHz) and configuration B has  PRB’s (50 MHz).  The calculated number of users is for each configuration is shown in Table 1.
[bookmark: _Ref513730254]Table 1.  Dropped UE’s per sector for bursty traffic model
	Configuration
	 (km2)
	
	 (UE’s per sector)

	A (500 m)
	0.072
	50
	4

	B (1732 m)
	0.866
	250
	10



The results of the simulation are shown in Figure 1 which shows a PDF of the packet delay in terms of the number of HARQ attempts required for successful transmission.  The results show that all packet transmissions were successful in fewer than 1000 HARQ attempts for both configurations.  Since a HARQ retrainsmission can occur in less than 10 ms, the maximum delay time is less than 10 seconds and the packet outage rate at these loading levels is zero.  Therefore, the results place a lower bound on the number of supported connections at the required connection density.  Additional simulations at higher loads are required to determine the exact supported connection density.
NR can meet the connection density requirement in both Configuration A and B in the Urban Macro – mMTC environment.
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[bookmark: _Ref510625846]Figure 1.  Full Buffer post-processing SINR distributions.

4	Conclusions
[bookmark: OLE_LINK43][bookmark: OLE_LINK44][bookmark: OLE_LINK34][bookmark: OLE_LINK35]In this contribution, we have discussed the evaluation methods to use for evaluating the connection density performance indicator for the IMT-2020 self-evaluation of NR and provided simulation results using the proposed methods.  The observations and proposals in this contribution may be summarized as:
1. NR can meet the connection density requirement in both Configuration A and B in the Urban Macro – mMTC environment.
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Appendix	

[bookmark: _Ref471471514]Table 2.  System Simulation Parameters
	Parameter
	Value

	Environment
	Urban Macro - URLLC

	Carrier frequency
	700 MHz

	Channel model
	UMa_A

	Inter-site distances
	500 m (Configuration A), 1732 m (Configuration B)

	System bandwidth
	Configuration A:  10 MHz (50 PRB’s)
Configuration B:  50 MHz (250 PRB’s)

	Simulation bandwidth
	360 kHz (2 PRB’s)

	Subcarrier spacing
	15kHz

	Duplex mode
	FDD

	Traffic model
	Bursty traffic of 32 byte packets with an arrival rate of 1/(2*3600) per second (1 packet every 2 hours)

	gNB transmit power
	46 dBm

	UE transmit power
	23 dBm

	gNB antenna element configuration
	(M,N,P) = (8,1,2), dV = 0.8 λ
+45°, -45° polarization

	gNB antenna virtualization
	(M,N,P) = (1,1,2)

	UE antenna config.
	(M,N,P) = (1,1,1)

	UE antenna pattern
	Omni

	Receiver
	MMSE with channel estimation error and interference modeling.

	CSI feedback
	Codebook-based transmission, CSI feedback period is 10ms, CSI feedback delay is 5 ms

	MIMO Transmission scheme
	Rank 1 SU-MIMO

	Scheduler
	PF with wideband scheduling
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