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1 Introduction
In RAN1#92 meeting and RAN1#92b meeting, the link-level and system-level performance metric have been agreed [1, 2].
	Agreements:
· Adopt the following table as the metrics for NOMA study from link level point of view.
· More metrics may be added in the future

	Performance metrics 
	BLER vs. per UE SNR at a given pair of {per UE SE, # of UEs}  
Sum throughput v.s. SNR at given BLER level, for a given pair of {per UE SE, # of UEs}
MCL 


	Implementation related metrics
	PAPR/cubic metric
Rx complexity and processing latency
FFS:  Configuration/Scheduling flexibility













Agreements:
· Adopt the following performance metrics for NOMA study from system level point of view.
 For mMTC
· Focus on normal coverage.
· The performance metrics for mMTC include the following:
· Higher layer packet drop rate (PDR) vs. offered load. The definition of PDR is FFS:
· Offered load can be at least 
· Higher layer packet arrival rate (PAR) per cell for massive connectivity
· CDF of packet drop rate per UE is optional.
· CDF of transmission latency is optional.
· CDF of the inter-cell interference-over-thermal (IOT) is optional.
· Note: companies are encouraged to provide the curve of resource utilization (RU) vs. offered load.

For URLLC
· The baseline for performance comparison is UL transmission without dynamic link adaptation (i.e., using configured grant type 1 or type 2)
· The performance metrics for URLLC include at least the following:
· Percentage of users satisfying reliability and latency requirements vs. packet arrival rate (PAR).
· CDF of reliability per UE is optional.
· CDF of the inter-cell interference-over-thermal (IOT) is optional.
· Note: companies are encouraged to provide the curve of resource utilization (RU) vs. PAR. 
For eMBB
· The performance metrics for eMBB include the following:
· Metric 1: Higher layer packet drop rate (PDR) vs. offered load. The definition of PDR is FFS:
· Offered load can be at least 
· Higher layer packet arrival rate (PAR) per cell
· CDF of packet drop rate per UE is optional.
· CDF of transmission latency is optional.
· CDF of the inter-cell interference-over-thermal (IOT) is optional.
· Note: companies are encouraged to provide the curve of resource utilization (RU) vs. offered load. 
· Metric 2: UPT vs. offered load. 
· CDF of the inter-cell interference-over-thermal (IOT) is optional.
· CDF of UE perceived throughput is optional
· FFS whether or not to have signalling overhead as one performance metric


In this contribution, we show the structure of transmitter design for uplink NOMA and propose some new metric for NOMA schemes. We also show especially the NOMA scheme with generalized welch-bound equality (GWBE) sequences and with user grouping, which we call user grouped multiple access (UGMA) for convenience. The following notations are used in this contribution.
x:		equivalent transmit symbols of users transmitting at same time-frequency resources
y:		received symbols at same time-frequency resources
h:		channel at same time-frequency resources

:		noise variance

:		estimated symbols of users transmitting at same time-frequency resources
Rx:		cross-correlation matrix of x
Dx:		distance matrix of x
[bookmark: _GoBack]||A||F:           Frobenius norm of matrix A, ||A||F=
2 Orthogonality of NOMA signatures
For multiple access, in order to distinguish different users, “orthogonality” is needed to be applied to each user. Traditionally orthogonality is achieved by orthogonal time-frequency resources allocation. In non-time-frequency-orthogonal systems, such “orthogonality” is achieved by different NOMA signatures.
Signatures can be generated by different types of signature generators during the transmission procedures, such as sparse RE mapping, modulation constellation and power adjustment, etc. In this section, we will show the “orthogonality” of different types of signature generators shown in Figure 1.


[bookmark: _Ref510629281]Figure 1 Transmission units which can performed as signature generators
The “orthogonality” of NOMA signatures can help the receiver to distinguish different users and the “orthogonality” is closely related with the receiver structure. Based on the receiver structure shown in [3], the multiplexed signals will be split for different users at multiuser detection (MUD) unit. It implies that MUD is a key unit which need the help of orthogonality. 
In Table 1, we show the estimated symbol of MUD by MMSE and ML algorithm. As the received symbol y and channel h are fixed to the receiver, it can be seen that cross-correlation Rx and symbol distances Dx are the main factors impacting the results of MUD and can be used as the indicator of “orthogonality”.
[bookmark: _Ref510629420]Table 1 Estimated symbol of MUD by MMSE and ML algorithm
	Receiver algorithm
	MMSE
	ML

	Estimated symbol
	

	


	“Orthogonality” function
	[bookmark: OLE_LINK8]Cross-correlation matrix Rx
	

Distance matrix , 


In order to simplify the performance comparison between different NOMA design, during the signature design and comparison, such “orthogonality” functions can be applied as a reference of the MUD performance.
To further simplify the comparison, for example, norm of cross-correlation matrix and minimum of symbol distances can be used to show the “orthogonality” performance.


 ,
2.1 Modulation, spreading sequence and cross-correlation
In traditional systems, different users will be mapped into different time-frequency resources, i.e., different RE resources. In this case, the cross-correlation can be represented as 


It means that in traditional ideal cases, there will be no interference between users, and the different users can be distinguished well. Although in such traditional systems case, i.e., OMA case, the cross-correlation performance is good, it cannot support overloading larger than 100%.
For NOMA cases, specifically, we shown some examples of cross-correlation of different sequences design. The results are summarized in Table 2.

[bookmark: _Ref510633412]Table 2 Example of cross-correlations among MA signatures
	Sequences types
	WBE sequences 
	GWBE sequences

	Sequence pool 
	16 sequences with spreading factor 4
	16 sequences with spreading factor 4, two power levels and power gap 6 dB (see Appendix)

	
Cross-correlation 
	Equal SNR: 64 (Lower cross-correlation)
	Equal SNR: 68.3

	
	Unequal SNR: 109
	Unequal SNR: 99.7 (Lower cross-correlation)


[image: ]
Figure 2 Performance of signatures with different cross-correlation
It can be seen from  Table 2 and Figure2, lower cross-correlation leads to better BLER performance, which implies that the “orthogonality” function cross-correlation can be used as a performance metric of NOMA signature. Based on the analysis, we have the following Proposal.
[bookmark: OLE_LINK25][bookmark: OLE_LINK74]Proposal 1: Take cross-correlation/symbol distances as performance metrics of NOMA signature.
2.2 Equivalent code rates
For all the proposed NOMA schemes, coding rate reduction (such as by spreading or directly by rate matching) is one of the main method to reduce inter-user interference. The equivalent code rates by such coding rate reduction can be calculated as the ratio of coding rate and spreading factor, i.e., R0/spreading_factor, where R0 denotes the coding rates without spreading. There are two methods for reducing coding rates, one is directly encoding the information using a lower coding rates, and the other is using spreading. Note that spreading can be seen as a kind of repetition after modulation mapping and is also equivalent as the repetition after encoding.
So, both these two methods can be seen as a kind of rate matching procedure after encoding. For NR, LDPC codes are applied, and circular buffer is used for LDPC rate matching. The circular buffer is shown in Figure 3.


[bookmark: _Ref510635457]Figure 3 Circular buffer of LDPC codes
During the NR LDPC design, coding rates 1/5 is used as the minimum coding rates. If the coding rate is lower than 1/5, repeated bits may be used from the circular buffer. It means that even if the information bits are directly encoded into codes with lower code rates, repetition will be still used. In Figure 4, we show the coding gain of LDPC codes with different rate matching methods. One result is obtained by directly encoding the LDPC codes with coding rate 0.1 and the other result is obtained by encoding the LDPC codes with coding rate 0.2 with one time repetition.
[image: ]
Figure 4 Coding gain of LDPC codes with different rate matching methods
In order to further compare the impact of rate matching method, coding gain can be used to compare the decoding performance of NOMA.
Proposal 2: Take coding gain with equivalent code rates as a performance metric of NOMA signature.
3 UGMA schemes
3.1 Power-dimension effect
The study of downlink multi-user superposition transmission (DL MUST) in Rel-13 has proved that power combined with successive interference cancellation (SIC) receiver can provide significant throughput gain [4]. In Rel-14 NR SI, power-dimension is also included as one of the MA signatures.
Considering the near-far effect, power difference is a natural phenomenon in wireless networks. The difference of UE power can be due to different placement of users or different power control strategies, such that the received SNR is always unequal. It means that the NOMA signature design will not be optimal if only equal SNR is considered.
[bookmark: OLE_LINK12][bookmark: OLE_LINK75][bookmark: OLE_LINK76]Proposal 3: Power-dimension should be further studied for uplink NOMA for performance enhancement.
3.2 Enhancements of NOMA schemes
[bookmark: OLE_LINK7]As the most commonly used receiver by uplink NOMA schemes, SIC receiver exploits received power differences among multiple users, where users are detected and cancelled from the received signals successively in the order of received powers. The larger difference among the received powers is, the better performance SIC receiver achieves. So, enlarging the power differences among users by power control is beneficial for SIC receiving and hence performance enhancement. 
[bookmark: OLE_LINK20]To further exploit power in uplink NOMA, different from existing NOMA schemes usually assuming equal average received power, the received powers of multiple users in this contribution are divided into multiple levels as shown in Figure 5. Then, users are divided into multiple groups based on the average receiver powers, where users having identical and different average received powers are classified into one user group and different user groups, respectively. In this case, the SIC order depends on not only short-term variations but also the multi-level average received powers. With the help of multi-level average received powers, the receiver obtains more opportunities on interference cancellation and better performance.


[bookmark: _Ref503190977]Figure 5 Illustration of multi-level average received powers and user grouping
The proposed enhancement of multi-level average received powers can be combined with all existing NOMA schemes. MA signature in existing NOMA schemes , e.g., sequence, codeword and mapping pattern, etc., is modified as a set of power and existing MA signature  as shown in Figure 5. This combination provides more opportunities on the signature design for each group. For example, to increase the total number of signatures in the pool, the original signature pool of  can be reused in all the  groups. In this case, the signature pool is enlarged by  times, which will reduce the collision probability in mMTC and increase the connectivity capability. On the other hand, when the connectivity requirement is not very high and the collision probability is not a big issue, reducing intra-group interference is more important for performance enhancement. In this case, the original signature pool of  can be divided into  groups, where the signatures in one group are less interfered. Intra-group and inter-group interference are reduced by signature grouping and multi-level received powers, respectively, which can enhance the performance. As another example the UGMA combined with multi layers schemes are shown in Figure 6.


Figure 6 UGMA combined with multi layers
For simplicity, we use UGMA to denote NOMA combined with multi-level average received powers and/or signature grouping.  
[bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: OLE_LINK77][bookmark: OLE_LINK78]Proposal 4: Power can enlarge the size of signature pool and should be further discussed.
3.3 Enhancements for NOMA schemes based on spreading sequences
As a large family of NOMA schemes, NOMA based on spreading sequences can achieve good tradeoff between performance and complexity based on the results in [5]. The structure at the transmitter can be found in the Figure 7 below.


Figure 7 Transmitter design of UGMA
3.3.1 Sequences design under unequal received power
[bookmark: _Hlk503543632]For equal received power, optimal sequences minimizing the cross-correlations are obtained by  where , K is the number of sequences,  is j-th spreading sequence with unit power and N denotes the spreading factor. Based on [6], sequences meeting welch-bound equality (WBE), i.e., , are optimal and are called as WBE sequences. However, for unequal received powers, the cross-correlations becomes , where  is a diagonal matrix whose diagonal elements are received powers of K users. Then, optimal sequences satisfy

where  is the received power of user j. In this case, sequences meeting the equality in generalized welch-bound   are optimal, which are called as generalized welch-bound equality (GWBE) sequences [7]. For any given number of users K, spreading factor N and powers , the corresponding GWBE sequences can be generated by the Algorithm in Table 4 in Appendix.
[bookmark: OLE_LINK1]It should be noted that the elements of GWBE sequences are irregular complex values, which may increase the complexity for hardware implementation. For this end, both the real and imaginary parts of GWBE sequences can be quantized into discrete values, e.g.,  or  or  etc. Besides, for equal received power, GWBE sequences reduce to WBE sequences.
[bookmark: OLE_LINK29][bookmark: OLE_LINK79][bookmark: OLE_LINK80][bookmark: OLE_LINK81]Observation 1: Sequences targeting to generalized welch-bound equality under any powers can achieve optimal cross-correlation performance.
On the other hand, although in practical, the sequences may not be designed for exactly the same power distribution as assumed, it will still provide a good performance compared to WBE sequence in different cases. The performance results can be found in Section 4.
3.3.2 Sequence grouping
For any sequences pool with L sequences, based on the analysis in Section 3.2, the sequences pool can be divided into G groups for interference reduction and performance enhancement. For unequal received powers and SIC receiver, only the cross-correlations among sequences in groups with lower received powers matter. Therefore, the optimal sequences in group  should satisfy
[bookmark: OLE_LINK6]                                                ,                                            (2)
[bookmark: OLE_LINK9]where  is composed by sequences for group ,  and  denote the set of sequences indices and average received power of group m, respectively, and  without loss of generality. Based on (2), the sequences for the G groups can be obtained from the original sequence pool . 
Considering the complexity of implementation and large storage requirement of optimal sequence grouping for any multi-level received powers, we focus on two extreme cases.
(a) Large power offset
[bookmark: OLE_LINK5]When the power offset between adjacent groups is large enough, i.e., , the interference caused by users with lower received power can be neglected. In this case, the sequences with low-correlations should be allocated into one group and problem (2) is approximated as 
                                                             ,                                                               (3)
which indicates that sequences targeting to WBE should be selected into one group. Further considering the priority of G groups in SIC receiving, sequences for group with higher received power should be firstly selected from the pool.
(b) Small power offset
When the power offset between adjacent groups is small, i.e., , the interference caused by users with lower received powers cannot be neglected. In this case, not only the cross-correlations of sequences in the same group matter, but also the cross-correlations of sequences in groups with lower received powers are important. The user with higher SIC order, i.e., larger received power, will suffer interference from more users. To reduce interference, sequences with lower total cross-correlations are allocated into groups with higher received power. Problem (2) is approximated by
                                               ,                                              (4)
where  denotes the index set of users in groups with same and smaller received powers than group .
The structure of transceiver is given in Figure 8, where multi-level received powers and sequences for each group are all pre-defined at the users and BSs. The two sequence grouping results based on (3) and (4) can be both pre-defined at users and BSs and be configurable for any power offset, or only one result of sequence grouping is selected based on the performance and pre-defined at the users and BSs. Therefore, the complexity of sequences grouping can be neglected. Besides, conventional SIC receiver can be used. This indicates that the proposed NOMA enhancements will not increase the complexity of NOMA schemes.
[bookmark: OLE_LINK30][bookmark: OLE_LINK71][bookmark: OLE_LINK83][bookmark: OLE_LINK84]Proposal 5: Sequence grouping based on cross-correlations can be further discussed.


[bookmark: _Ref503197020]Figure 8 Transceiver of NOMA with user grouping
4 LLS evaluation
In order to investigate the gain from NOMA with user grouping, we conduct the link level evaluations. GWBE sequences are used. The major simulation parameters are summarized in Table 3. As agreed in RAN1 #92, the performance metric of LLS evaluation includes BLER vs. SNR and sum throughput vs. SNR. In the sequel, the performance is evaluated based on these metrics.
In this section, signatures and DMRS are allocated to each user without collision. It should be noted that under equal SNR, GWBE sequences reduce to WBE sequences. Existing NOMA schemes, such as MUSA, NCMA and WSMA, all use WBE sequences and have same performance under fixed signature allocation without collision as shown in [8]. To simplify the expression, the performance under equal SNR indicates the performance of such schemes in the sequel.
[bookmark: _Ref510706387]Table 3 Key link evaluation assumption
	Parameters
	mMTC
	eMBB

	Carrier Frequency
	700 MHz
	4 GHz

	Waveform (data part)
	CP-OFDM
	CP-OFDM

	Channel coding
	NR LDPC

	Numerology (data part)
	SCS = 15 kHz, #OS = 14
	SCS = 15 kHz
#OS = 14

	Allocated bandwidth
	6 
	12 

	TBS per UE
	 [10, 20, 40] bytes. 
	[20, 40, 80] bytes

	Target BLER for one transmission
	10%
	10%

	BS antenna configuration
	2 Rx
	4 Rx

	UE antenna configuration
	1Tx  

	Propagation channel & UE velocity
	TDL-C 300ns in TR38.901, 3km/h

	Channel estimation
	Ideal/LS channel estimation

	DMRS pattern
	Type 2 DMRS with 2 OFDM symbols (Up to 12 DMRS ports)

	MA signature allocation (for data and DMRS)
	Fixed for both data and DMRS

	Distribution of avg. SNR
	Equal SNR
Unequal SNR: uniformly discrete values in set {x-3, x-2, x-1, x, x+1, x+2, x+3} or {x-3, x, x+3} or {x-3, x+3} (dB), where x is the average SNR among UEs


4.1 Throughput comparison of different SNR distributions
[bookmark: OLE_LINK32][bookmark: OLE_LINK33][bookmark: OLE_LINK31]In Figure 9, the sum throughputs at target BLER 0.1 under different SNR distributions are provided. Legends “Unequal SNRdist1”, “Unequal SNRdist2” and “Unequal SNRdist3” denote uniformly allocated SNR in the set {x-3, x-2, x-1, x, x+1, x+2, x+3}, {x-3, x, x+3} and {x-3, x+3} in dB, respectively. The three SNR distributions indicate different number of power levels and gaps among adjacent levels, which may affect the performance as discussed in Section 3.
The results in Figure 9 shows that, with the help of unequal SNR and the correspondingly optimal GWBE sequences, the sum throughout is increased. Besides, the performance gain is related to the SNR distribution. For example, firstly, at the SNR of 13 dB, 13% throughput gain can be achieved by Unequal SNRdist2. In other words, with same total power consumption, more users can be supported by NOMA with user grouping.  Secondly, at the sum throughput of 3.5 kbits, 7dB SNR gain can be obtained by unequal SNRdist3, which is greatly helpful and important for mMTC because of the requirement of low power consumption at the UE side.
[image: ]
[bookmark: _Ref510717813]Figure 9 Sum Throughput vs. SNR under TBS 40 bytes
[bookmark: OLE_LINK69][bookmark: OLE_LINK70][bookmark: OLE_LINK82][bookmark: OLE_LINK85]Observation 2: NOMA with user grouping can achieve much higher sum throughput than existing NOMA schemes with WBE sequences and equal SNR.
In Figure 10 and 11, we show the performance under different power distribution with same GWBE sequences. 
[bookmark: OLE_LINK2][image: ]
Figure 10 Performance of GWBE/WBE sequence under unequal SNR distribution1 {x-3,x-2,x-1,x,x+1,x+2,x+3} dB
[image: ]
Figure 11 Performance of GWBE/WBE sequence under unequal SNR distribution3 {x-3, x+3} dB
It can be seen that GWBE sequences are more robust for different cases.
Observation 3: GWBE sequences are more robust for different power distribution. 
4.2 Performance comparison under different UE number and TBSs
In this subsection, the performance of WBE sequences under equal SNR and GWBE sequences under unequal SNR distribution are evaluated.
[bookmark: OLE_LINK36][bookmark: OLE_LINK37][bookmark: OLE_LINK38]For WBE sequences under equal SNR, as shown in Figure 12(a), the performances under 8, 12 and 16 users are nearly identical for small TBS. With the increase of TBS, the performance gaps among different number of users increase. Besides, the BLER target of 0.1 cannot be achieved for 16 users and 40bytes TBS each user. 
[bookmark: OLE_LINK39][bookmark: OLE_LINK40]For GWBE sequences under unequal SNR distribution {x-3, x+3} in Figure 12(b), same results can be observed for small TBS, i.e., the performances of different user number are nearly identical.  However, for large TBS, e.g., 40bytes in Figure 12(b), the difference among various user number is much smaller than WBE sequences in Figure 12(b). 
[image: ][image: ]
          (a) Equal SNR                                                  (b) Unequal SNR {x-3,x+3}
[bookmark: _Ref510733231]Figure 12 BLER vs SNR under different UE number and TBSs
[bookmark: OLE_LINK67][bookmark: OLE_LINK68][bookmark: OLE_LINK86][bookmark: OLE_LINK43][bookmark: OLE_LINK44][bookmark: OLE_LINK45]Observation 4: NOMA with user grouping has better flexibility and robustness on user number and TBS than existing NOMA schemes with WBE sequences and equal SNR.
4.3 Performance comparison of difference sequences and multi-level average received powers
In this subsection, the performance of complex sequences defined in MUSA [8] are evaluated. Besides, the multi-level received powers can be combined with MUSA for further performance enhancement. Two types of SNR distributions, i.e., two setups of multi-level average received powers, are considered. First is unequal SNR in set {x-3, x-2, x-1, x, x+1, x+2, x+3}, which has many levels of powers but the power gap between adjacent levels is very small. Another is unequal SNR in set {x-3, x+3}, which has only two levels of powers with large power gap. 
[bookmark: OLE_LINK41][bookmark: OLE_LINK42]As shown in Figure 13, for moderate number of users, e.g., 12 users, MUSA with the first unequal SNR distribution achieves better performance. However, for large number of users, e.g., 16 users, MUSA with the second unequal SNR distribution achieves better performance. This is because multi-level powers can reduce the severe interference caused by large number of users with the help of SIC receiver. Therefore, the number of power levels and power gaps should be designed based on the requirements such as connectivity and BLER etc.
On the other hand, as discussed in Section 2 and Section 3, the property of cross-correlation is very important for sequence design. Under unequal SNR, GWBE sequences can achieve lowest cross-correlations and WBE sequences are no longer optimal. To verify the importance of sequence design with low cross-correlations, performances of complex sequences in MUSA and GWBE sequences under unequal SNRs are compared in Figure 13. The results show that GWBE sequences can achieve lower BLER than MUSA under large number of users and unequal SNRs.
[image: ]
[bookmark: _Ref510734130]Figure 13 BLER vs. SNR under different sequence design
[bookmark: OLE_LINK65][bookmark: OLE_LINK66][bookmark: OLE_LINK87][bookmark: OLE_LINK88]Proposal 6: NOMA with user grouping should be considered as the candidate technique for further performance enhancement.
Proposal 7: Sequences meeting generalized welch-bound equality (GWBE) have low cross-correlation and should be considered as one candidate of sequence pools for NOMA.
4.4 Performance comparison of different channel estimation and usage scenarios
The BLER of eMBB and mMTC under ideal and LS channel estimation are provided in Figure 14 for reference. We can find that although realistic (LS) channel estimation will cause 2dB SNR loss, the conclusions will not be changed.
[image: ]
[bookmark: _Ref510750022]Figure 14 BLER vs. SNR for eMBB and mMTC
5 Conclusion
In this contribution, we discuss the metrics of MA signatures, provide two enhancements for NOMA schemes, one candidate sequence pool and LLS evaluation results. According to the discussions, we have following Observations and Proposals:
Observation 1 Sequences targeting to generalized welch-bound equality under any powers can achieve optimal cross-correlation performance.
Observation 2: NOMA with user grouping can achieve much higher sum throughput than existing NOMA schemes with WBE sequences and equal SNR.
Observation 3: GWBE sequences are more robust for different power distribution. 
Observation 4: NOMA with user grouping has better flexibility and robustness on user number and TBS than existing NOMA schemes with WBE sequences and equal SNR.

Proposal 1: Take cross-correlation/symbol distances as performance metrics of NOMA signature.
Proposal 2: Take coding gain with equivalent code rates as a performance metric of NOMA signature.
Proposal 3: Power-dimension should be further studied for uplink NOMA for performance enhancement.
Proposal 4: Power can enlarge the size of signature pool and should be further discussed.
Proposal 5: Sequence grouping based on cross-correlations can be further discussed.
Proposal 6: NOMA with user grouping should be considered as the candidate technique for further performance enhancement.
Proposal 7: Sequences meeting generalized welch-bound equality (GWBE) have low cross-correlation and should be considered as one candidate of sequence pools for NOMA.
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Appendix
Example for GWBE sequence (Spreading factor = 4, User number = 16, Group number = 2, Received power offset = 6dB)
	[bookmark: OLE_LINK13]Group with high power
	Group with low power

	[bookmark: OLE_LINK64][bookmark: OLE_LINK63][bookmark: OLE_LINK62][bookmark: OLE_LINK61][bookmark: OLE_LINK60][bookmark: OLE_LINK59][bookmark: OLE_LINK58][bookmark: OLE_LINK57][bookmark: OLE_LINK56][bookmark: OLE_LINK55][bookmark: OLE_LINK54][bookmark: OLE_LINK53][bookmark: OLE_LINK52][bookmark: OLE_LINK51][bookmark: OLE_LINK48][bookmark: OLE_LINK47][bookmark: OLE_LINK46][bookmark: OLE_LINK26][bookmark: OLE_LINK17][bookmark: OLE_LINK15][bookmark: OLE_LINK11]-0.2695-0.0468i   -0.0776+0.5815i    0.0536-0.2942i   -0.3914-0.5816i
	-0.5	              0.5                        0.5	                 -0.5

	0.39+0.2034i        -0.3127-0.4522i    0.2457-0.4163i    0.1924+0.4834i
	-0.4666+0.0458i    -0.102+0.4687i    -0.233+0.6809i	0.0215-0.1781i

	0.7498-0.1998i      0.2792-0.0386i   -0.5093-0.1146i    -0.2079+0.0518i
	0.16+0.1699i          0.0062+0.3809i    0.1708+0.737i	-0.1532-0.4525i

	0.1766-0.3766i     -0.246-0.0386i      0.4208+0.2577i   -0.639-0.3364i
	0.7066+0.0724i      0.3665-0.0186i     0.2179+0.4409i	-0.3416+0.0483i

	-0.5205+0.2008i  -0.3881-0.6411i   -0.1848+0.2625i    -0.0758-0.1351i
	0.6497-0.1645i      -0.1329-0.0777i    -0.4848-0.1711i	-0.3225-0.3984i

	-0.1628+0.3921i   0.027-0.3792i     -0.5854-0.2288i     -0.2268-0.4784i
	0.3356-0.0959i       0.1398-0.18i	       0.1515+0.6904i	-0.453-0.3486i

	0.0672-0.6622i     0.0916-0.2682i   -0.0029-0.5005i     -0.3273-0.345i
	0.4999-0.0746i      -0.3456-0.7253i    -0.0367-0.0175i	-0.2515+0.1849i

	-0.0979-0.0966i    0.7076+0.0912i  -0.0887+0.4956i     0.4503+0.1255i
	-0.378-0.1212i       -0.1568+0.4029i    0.5285+0.073i       0.5044-0.3412i



[bookmark: _Ref510625331]Table 4 Algorithms of constructing GWBE sequences   for any spreading factor N, number of users K, received powers 
	1: Find the set of oversized users  satisfying  for 

	2: Construct a matrix  with diagonal elements  and eigenvalues  with “Generalized Chan-Li” or “Generalized Bendel-Mickey” algorithms in [9] 

	3: Decompose , where  is the matrix of eigenvectors

	4: Denote the eigenvectors in  corresponding to the non-zero eigenvalues as  and the non-zero eigenvalues as 

	5: Construct sequences , where 

	6: Construct , where  is any orthogonal matrix satisfying .
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