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1. Introduction
In RAN1 WG1 Meeting #92b [1], RAN1 continued the discussion on evaluation assumptions for NOMA. Both system and link level simulation assumptions were extensively discussed, and the following agreements for link level evaluations were reached; 
	Further clarify the LLS parameters:
· For ideal channel estimation, DMRS overhead is 1/7 for #OS 7 and 14, and 1/4 for #OS 4.
· For a=[3], companies are encouraged to check RAN4 power control requirements  aim to conclude in RAN1#93
· FFS timing offset for grant-free without perfect TA, 
· FFS frequency offset 



During NOMA studies in Rel. 14 SI, preliminary SL simulations were performed to study throughput, overloading, and packet handling at different arrival rates. The results were summarized in [2], and captured in TR38.802 along with the simulation assumptions. 
In this contribution, we provide some recommendations on modeling realistic channel estimation for link level simulation assumptions to be used in the upcoming Rel. 15 NOMA SI evaluations.
 
2. Discussion
It is within the scope of the Rel. 15 SI to study NOMA schemes with realistic channel estimation. It has been discussed whether to use LTE or NR DMRS assumption. Rel. 15 has made progress on defining basic NR DMRS configurations. Given that there are many possible NR DMRS configurations, the choice of how to configure the NR DMRS is up to each company and the design choice should be clearly stated. Moreover, the overhead should be considered when calculating spectral efficiency.
There are however some concerns that an NR-based DMRS design may not be sufficient for NOMA, especially for mMTC where many users may simultaneously operate in the system. There are many different approaches to address the DMRS capacity issue. However, these approaches may impose different implications on DMRS overhead. Given the relatively wide range of views on DMRS design for NOMA, and the absence of a general design assumption, other alternative solutions should be considered. 
Observation 1 - Due to the relatively wide range of views on DMRS design for NOMA, other alternative solutions should be considered. 
Therefore, it would be feasible to use a simple channel estimation error model to emulate channel estimation inaccuracies. We propose such an approach in this contribution. As such, the focus of SI will remain on evaluation and study of NOMA transmission rather than addressing peripheral design issues. Our simulation results indicate that the presented model accurately captures the inaccuracies in the channel estimation. 

2.1. DMRS Assumption 
In [3-4], a simple model for channel estimation error based on a training pattern is discussed, where the estimation error can be modeled with a Gaussian model,

.  

In this model, the variance is defined as , where SNR and NTR are the operating SNR point and the multiplicity of the training samples. Alternatively, this approach can be used to model a fixed dominant source of error, i.e., large quantization, other impairments, etc. 

2.2. Simulation Results 
In this section, we confirm the accuracy of the channel estimation error model via simulations. Simulation assumptions are described in detail in the Appendix Table 1. First, we compare variance of an actual estimated channel with the estimation variance by the proposed model. Then, we proceed to compare BLER performance for various configurations. 
Figure 1 shows the performance of the proposed channel estimation error model where the variance of an actual estimated channel is plotted against the estimation variance as suggested by the above model. As demonstrated, there is a very close match between the median of the actual channel estimates and variance suggested by the model.
Figures 2-(a) and (b) compare the BLER performance of an IDMA system with channel estimation based on NR DMRS and the above described model. In each case, the number of users varies up to 12 that is the limit of the current NR DMRS support. In Figure 2-(a), the results for ideal channel estimation are also included as a reference. As shown in Figure 2-(a), the BLER performance based on DMRS estimation exhibits some degradation that increases with the number of users. In Figure 2-(b), the BLER performance based on channel estimation error model is presented that closely match the BLER results based on the actual NR DMRS. 
Observation 2 – The presented channel estimation error model closely follows the performance trends of DMRS-based channel estimation. 

[image: ]
Figure 1 – Variance of an actual estimated channel vs estimation variance by the proposed model 
[image: ][image: ]
(a)                                                                                                   (b)
Figure 2: BLER with NR-DMRS vs New Model for TBS (10), 1, 6, 12 UEs

Given the accuracy of the model, it is now possible to evaluate the performance of the NOMA schemes even for high number of UEs that exceeds the current NR DMRS support. Therefore, NOMA evaluation could continue without requiring an agreed DMRS design supporting high number of ports. 
Figure 3-(a) shows the BLER performance for the cases of 18, 23, and 24 UEs using the ideal channel estimation. In Figure 3-(b), the BLER performance is shown for when using the channel estimation error model. In comparison to the ideal channel estimation, some performance degradation can be observed which is in line with the trend observed in Figure 2-(b), when an actual DMSR-based channel estimation is employed.
 [image: ] [image: ]
(a)                                                                                                   (b)
Figure 3 - BLER performance for 18, 23, 24 UEs
Proposal 1 - To facilitate NOMA SI progress, RAN1 considers employing a channel estimation error model instead of an actual DMRS-based channel estimation.
 
3. Conclusions
In this contribution, we have proposed and evaluated a simple realistic channel estimation model for the ongoing NOMA evaluation. It is shown that the proposed model captures the performance trends due to realistic channel estimation errors. Based on the discussion and simulation results, we made following observations and proposals. 
Observation 1 - Due to relatively wide range of views on DMRS design for NOMA other alternative solutions should be considered. 
Observation 2 – The presented channel estimation error model closely follows the performance trends of DMRS-based channel estimation. 
Proposal 1 - To facilitate NOMA SI progress, RAN1 considers employing a channel estimation error model instead of an actual DMRS-based channel estimation.
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 Appendix
Table 1 Link level simulation assumptions
	Parameters
	mMTC

	Carrier Frequency
	700 MHz

	Waveform (data part)
	CP-OFDM

	Channel coding
	NR LDPC 1/3

	Numerology (data part)
	SCS = 15 kHz, #OS = 14

	Allocated bandwidth
	6 PRBs

	TBS per UE
	10 bytes

	Number of UEs multiplexed in the same allocated bandwidth
	1 6 12 18 23 24


	BS antenna configuration
	2 Rx

	UE antenna configuration
	1Tx  

	Propagation channel & UE velocity
	TDL-A 30ns in TR38.901, 3km/h

	Max number of HARQ transmission
	1

	Channel estimation
	Ideal channel estimation
Realistic DMRS based channel estimation with 1 OFDM every 7 OFDM symbols containing DMRS
Ideal chest with Gaussian error model

	MA signature allocation (for data and DMRS)
	Fixed

	Distribution of avg. SNR
	Equal

	Timing offset
	0

	Frequency error
	0

	Traffic model for link level
	Full buffer

	Performance metrics 
	BLER vs. per UE SNR at a given pair of {per UE SE, # of UEs}  



5

image1.wmf
(

)

2

,

0

      

i.i.d.,

,

ˆ

e

ij

CN

s

H

H

H

H

D

D

+

=


oleObject1.bin

image2.wmf
SNR

N

TR

e

1

2

=

s


oleObject2.bin

image3.png
Channel estimation errol

r model (TDL-A 30 ns, 3km/h, 2RX)
T T T

10 T T T
* * ——1/(N;."SNR)
I - sl Mg’ |
*
8l * * . * ¥ 1
*
* %
7t LI 1
* * * *
oL v orox — 1
o LM
* * *
50 % 2 ok x 1
* PO
*
4t g L RN L B * 1
| 3 Por i
3 F § % i : Fa ]
* 3 % * *
! * * *
2k o i P F o
] ¥ § ¥
W i
0
-16 -14 12 -10 -8 ) -4

SNR [dB]





image4.png
IDMA - TBS(10) in TDL-A, 2 RX

(=1 UE, IDEAL CHEST
|6 UE, IDEAL CHEST
| == 12 UE, IDEAL CHEST
| —a— 1 UE, DMIRS CHEST
&6 UE, DVIRS CHEST
| —0— 12 UE, DVIRS CHEST

102





image5.emf
-14 -12 -10 -8 -6 -4 -2 0 2

SNR

10

-2

10

-1

10

0

B

L

E

R

IDMA - TBS(10) in TDL-A, 2 RX

1 UE, IDEAL CHEST + Gaussian Error

6 UE, IDEAL CHEST + Gaussian Error

12 UE, IDEAL CHEST + Gaussian Error


image6.emf
-14 -12 -10 -8 -6 -4 -2 0

SNR

10

-2

10

-1

10

0

B

L

E

R

IDMA - TBS(10) in TDL-A, 2 RX

18 UE, IDEAL CHEST

23 UE, IDEAL CHEST

24 UE, IDEAL CHEST


image7.emf
-14 -12 -10 -8 -6 -4 -2 0 2

SNR

10

-2

10

-1

10

0

B

L

E

R

IDMA - TBS(10) in TDL-A, 2 RX

18 UE, IDEAL CHEST + Gaussian Error

23 UE, IDEAL CHEST + Gaussian Error

24 UE, IDEAL CHEST + Gaussian Error


