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1	Introduction
During RAN plenary #75, a study item on non-orthogonal multiple access (NOMA) schemes for NR was approved [1] that was subsequently updated in [2]. NOMA schemes show promising benefits over conventional orthogonal multiple access technique. Among the proposed NOMA schemes, the base station receiver complexity and technical requirements are different. The achievable gain under realistic receiver implementation would be more valid for further evaluating non-orthogonal multiple access schemes. In this contribution, complexity analysis of different receivers is provided, and observations and proposals are also given while taking into account hardware implementation limitation. 
This is an updated resubmission of R1-1804463. 
[bookmark: OLE_LINK15][bookmark: OLE_LINK16]2	Receiver complexity analysis 
In RAN1#92bis [3], the following agreement was reached:
Agreements: 
Adopt Figure 1 as the general block diagram of multi-user receiver for UL data transmissions.
· The algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA. 
· The interference cancellation can be hard, soft, or hybrid, and can be implemented in serial, parallel, or hybrid.
· Note: the IC block may consist of an input of the received signal for some types of IC implementations
· The interference cancellation block may or may not be used. 
· Note: if not used, an input of interferene estimation to the decoder may be required for some cases.
· The input to interference cancellation may come directly from the Detector for some cases
[image: ]
Figure 1 A high-level block diagram of multi-user receiver

Furthermore, in RAN1#92 [4], the following agreement was reached:Agreements:
· Adopt the following table as the metrics for NOMA study from link level point of view.
· More metrics may be added in the future

Performance metrics 
BLER vs. per UE SNR at a given pair of {per UE SE, # of UEs}  
Sum throughput v.s. SNR at given BLER level, for a given pair of {per UE SE, # of UEs}
MCL 

Implementation related metrics
PAPR/cubic metric
Rx complexity and processing latency
FFS:  Configuration/Scheduling flexibility



One of the key metrics for comparing NOMA algorithms is the complexity of the receiver and processing latency associated with reception and decoding. NOMA has challenging design targets that impact the receiver structure and processing requirements. In NR UL NOMA, the UL transmission can be grant-free and may be asynchronous, with many users which may or may not transmit at a given time. These factors cause more complicated receiver processing, including user identification, channel estimation and date demodulation. Hence, it is necessary to further investigate receiver complexity and processing latency, and the impact of imposing realistic constraints on the overall NOMA performance.
In this section, some main receiver structures for UL non-orthogonal MA are illustrated and the complexity analysis is also made. For each receiver it might be corresponding to one category of non-orthogonal MA transmission, not necessarily mapping to one single non-orthogonal transmission scheme. Since the performance gain is related to certain receiver, we need to further analyze the complexity of each receiver and see if it is reasonable to achiever desired gain.  
2.1	Overview of Receiver Structures 	  
According to NR contributed UL non-orthogonal MA solutions, there are a few of popular receivers, including linear decorrelation receiver [7], linear decorrelation based codeword level IC receiver [7], Turbo based receiver [7], Message passing algorithm (MPA) receiver [8], etc. Generally, more complex receivers can achieve more gain, however, the complexity occurring in the base station should be investigated taking into account hardware implementation limitation.    
As agreed in RAN1#92bis [3], the basic block diagram of a NOMA receiver consists of three main blocks:
· A detector: The detector can be an equalizer (e.g. MMSE equalizer), or a matched filter or any other signal processing function that mitigates the channel between the transmitter and receiver. The detector can also provide multi-user separation, for example an IRC receiver utilizes the spatial properties of each user’s channel in a multi-antenna system to separate users.
· A decoder. In this case, it is an LDPC decoder.
· An interference cancellation block: This block feeds back the output of the decoder or possibly the detector to the input of the detector, applying a user’s channel to the fed-back signal to get a more reliable input at the detector for the other users.
A block diagram of the UL NOMA receiver is shown in Figure 1.


[bookmark: _Ref513551745]Figure 1: Receiver structure for NOMA
In this section, we present different types of receiver structures.

2.1 Non-Interference Cancellation-Base Architectures
In this type of receiver architecture, the detector is responsible for separating the users that interfere with each other. As there is no outer loop iteration between the decoder’s output and the detector’s input, the decoding complexity and latency is less than iterative interference cancellation receivers, at the same time performance is generally worse.
· Linear decorrelation based receiver
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[bookmark: _Ref506193338]Figure 2: Liner de-correlation based receiver.
            

For the linear decorrelation based receiver, different user/layer data is separately decoded. Compared to LMMSE receiver, one de-spreading module is added as shown in Figure 2. This receiver structure is applicable to all spreading based non-orthogonal multiple access schemes. This type of receiver is simple and relatively easy to implement.
Given the simplicity of this receiver architecture, and the fact that it just relies on the despreading of each user independently, this type of receiver can be used in the asynchronous case when the user’s delay exceeds the CP. Having a large spreading is beneficial for the separation of users.
Observation 1: Linear decorrelation-based receivers can be used for the asynchronous NOMA.

· Multiple user detection based receiver
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[bookmark: _Ref506193601]Figure 3: MUD-based receiver.
            
The multiple user detection (MUD)-based receiver implements joint detection of multiple users. Compared to linear decorrelation based receiver, MU detector needs additional mathematical operations. This type of receiver is shown in Figure 3. In conventional CDMA systems, multiple user detection is one important performance booster. Here linear MUD can be zero-forcing or MMSE multi-user detector with intermediate complexity. 
· MPA (message passing algorithm) receiver 


               
[bookmark: _Ref506193723]Figure 4: MPA-based receiver.
                           
The MPA-based receiver shown in Figure 4 is a sub-optimal maximum likelihood receiver, involving LLR information passing between variable nodes and function nodes. The LLR calculation requires exponent function and Log function operations. Hence, it brings additional complexity to the base station. Of course, it is possible that some simplified algorithms could alleviate the receiver computational complexity, but the real performance of such simplified algorithms should be evaluated. 
2.2	Interference cancellation based architectures
Interference cancellation receiver architectures can be classified in different ways:
1. Hard vs soft interference cancellation. In a hard interference cancellation scheme, if the output of the decoder has a passing CRC, the data is re-encoded and that user’s channel is applied to the re-encoded data to get an estimate of the user’s signal at the receiver’s input that can then be cancelled for the benefit of the other users. In a soft interference cancellation scheme, soft LLRs are fed-back from the decoder to the detector.
2. Parallel vs serial interference cancellation (PIC vs SIC). In PIC schemes data of all users is decoded and the decoder’s output is fed-back to the detector. In SIC schemes, users are decoded successively, for example users are arranged in order of most likely to decode correctly. PIC receivers have lower latency at the expense of more hardware complexity.
3. Feedback point for interference cancellation. The feedback point can be at the output of the decoder after a codeword has been decode. This is known as codeword level IC. Alternatively, the feedback point can be at the output of the detector, i.e. after the data has been demodulated. This is known as symbol level IC. Symbol level IC has less latency at the expense of error propagation as it doesn’t benefit from the coding gain.
In this section, we present different types of interference cancellation architectures.
· [bookmark: _Hlk505876843]Codeword based IC receiver
There are many NOMA schemes requiring codeword level based interference cancellation receiver. For this type of receiver, if one codeword of one user has been detected, the residual user data detection can be done after the first user’s data cancellation. For codeword level IC (CWIC), interfering user information, such as MCS, resource allocation, and other related parameters, should be known before detection. For the sake of simplicity, we consider only serial operation, not parallel operation, hence CWIC is understood as codeword based serial IC.   
         [image: ]
[bookmark: _Ref506194275]Figure 5: Linear Code word level based SIC receiver.
                       
Figure 5 depicts a codeword-based IC receiver for two users, which can be applied in UL NOMA and other non-spreading based MA transmission schemes. The main additional processing components are channel re-encoding, signal recovery using the channel estimates and interference cancellation. In UL multiple user grant-free transmission, UE’s transmission power is hard to accurately estimate, so the IC receiver could not be one layer by one-layer cancellation, but one-time multi-codeword based cancellation.
[image: ]
[bookmark: _Ref506194592]Figure 6: Linear decorrelation based IC receiver.
                            
In Figure 6, a linear decorrelation based codeword IC receiver is illustrated, which is suitable for spreading based non-orthogonal MA transmission schemes. The main additional calculation components are de-spreading module, channel re-encoding, signal recovery using the channel estimates and interference cancellation. Furthermore, if the multiuser detector is used, then linear decorrelation detector becomes joint multi-user detector. In Figure 7, a multi-user detector based IC receiver is illustrated. Compared to the linear decorrelation receiver, the joint de-spreading needs more mathematic calculation, but other procedures are similar.
          [image: ]
[bookmark: _Ref506194785]Figure 7: Figure 6: MUD based IC receiver.
                            

· Symbol-level based IC receiver
In a symbol-level based IC receiver, after each symbol of one user has been detected and demodulated, the signal of that user is reconstructed from the demodulated symbol, and after cancellation of that user’s signal the residual user is detected, and decoded. For symbol-level IC, only the resource allocation information and the channel estimates of the user to be cancelled need to be known prior to interference cancellation.



[bookmark: _Ref505877192]Figure 8: Symbol-level-based IC receiver.
Figure 8 shows a block diagram of a symbol-level-based IC receiver which can be applied for UL NOMA. The main additional processing components are signal reconstruction of the user with more receive power, and cancelling the signal of that user from the received signal. Compared to codeword-level-based interference cancellation, the computation complexity is less, as the re-encoding stage of the first user is eliminated. Furthermore, the latency is less as the first user’s interference is cancelled symbol-by-symbol rather than waiting for the entire codeword to be decoded before doing interference cancellation. On the other hand, as symbol-level based IC relies on hard decision demodulation symbols, it suffers from the impact of error propagation.
It is possible to extend this scheme to have a multi-user detection symbol-level-based IC receiver. This is shown in Figure 9. The first stage is a joint de-spreader/detector across multiple users. This is followed by demodulation of each user’s symbols. Each user’s signal is reconstructed and subtracted from the received signal, to detect, demodulate and decode the residual users.


[bookmark: _Ref506195286]Figure 9: Multi-user detection symbol-level-based IC receiver.
· Turbo receiver 
Turbo based iteration receivers achieve better performance for NOMA transmission schemes. Because of prior information utilization in turbo receiver, soft input and soft output information flow is needed. In Figure 10, a turbo based MPA receiver is illustrated.                    

          
[bookmark: _Ref506196116]Figure 10: MPA based turbo receiver.
                              

A turbo based MPA receiver requires more complex processing, such as channel re-encoding and re-decoding, interleaver and de-interleaver, bit to symbol and symbol to bit LLR calculation, and MPA detector. This additional complexity can be beyond practically implementable receivers.   

2.2	Receiver complexity comparison 
In this section, we analyze the complexity of various interference cancellation architectures. Three aspects of receiver implementation complexity are considered:
· Processing latency
· Receiver Size
· Computation complexity (number of mathematical operations). This can have an impact on the receiver power.
Consider a parallel IC receiver. The processing latency can be expressed as:

Where,  is the maximum number of iterations, assuming that at least one user is not decoded correctly after the maximum number of iterations.  is the processing latency of the detector.  is the processing latency of the decoder.  is the processing latency of the interference cancellation block. When determining, the total processing latency, we should consider the maximum number of iterations and the processing latency of a single iteration.
Observation 2: For a parallel IC receiver architecture, the total processing latency is determined by the maximum number of iterations and processing latency of a single iteration.
Parallel IC receiver processes K users in parallel. The size of a parallel IC receiver is given by:

Where,  is the size of a K-user detector,  is the size of a single user decoder,  is the size of a single user interference cancellation block. K is the number of users processed in a single iteration.
The computational complexity (in terms of number of mathematical operations needed) of a parallel IC receiver is given by:

Where,  is the computation complexity of the detector per user.  is the computation complexity of the decoder per user.  is the computation complexity of the interference cancellation block per user. When determining the total computation complexity, we should consider the average number of iterations per user, the number of users processed in a single iteration and total computation complexity of a single user per iteration.
Observation 3: For a parallel IC receiver architecture, the total computation complexity is determined by the average number of iterations per user, the number of users processed in a single iteration and total computation complexity of a single user per iteration.
Now consider a successive IC receiver. The processing latency can be expressed as:

Where, K is the total number of users being received.  is the maximum number of iterations for any user. p is the probability that a user is correctly decoded.  is the processing latency of the detector.  is the processing latency of the decoder.  is the processing latency of the interference cancellation block.
A successive IC receiver processes a single user per iteration. The size of a successive IC receiver is given by:

Where,  is the size of a single user detector,  is the size of a single user decoder,  is the size of a single user interference cancellation block.
The computational complexity (in terms of number of mathematical operations needed) of a successive IC receiver is given by:

Where,  is the computation complexity of the detector per user.  is the computation complexity of the decoder per user.  is the computation complexity of the interference cancellation block per user.
Comparing PIC and SIC, PIC has a lower processing latency by a factor , which is in the range . PIC has a larger size by a factor approaching K. The computation complexity advantage of SIC depends on the effectiveness of ordering users and decoding the strongest power user successfully the first time. This depends on the ratio .
We can find a tradeoff between speed and size of a receiver by using a hybrid scheme that processes  users per iteration, where .
To make a fair comparison, let’s consider one simple use case: 6 users spread with a length-4 code. Based on this use case, de-spreading related receivers have different complexity as given in Table 1. 	
[bookmark: _Ref506196673]Table 1: Receiver computation steps comparison.
	Receiver operations
	Linear decorrelation based receiver
	Linear MUD based receiver
(Assuming Zero-forcing MUD)
	MPA receiver
(Assuming 5 iteration)

	Multiplication calculation number
	4*6+6
	6*(4*6+6)+K*6*6*6
(K is 2~3, depending on algorithm optimization)
	960*5

	Exponent calculation number
	0
	0
	256*5



For codeword-based IC receiver, the complexity is not easy to quantize, but the required operation can be analyzed as the following table:

Table 2: Operation comparison for iterative codeword IC receiver.
	Receiver
	Required operations

	Linear decorrelation based codeword IC receiver*
	· One de-spreading operation per user per iteration
· One channel re-encoding and one re-decoding for CRC correct user
· Signal reconstruction using the channel estimates, and interference cancellation.

	Joint decorrelation based codeword IC receiver*
	· One joint de-spreading operation per iteration
· One channel re-encoding and one re-decoding for CRC correct user
· Signal reconstruction using the channel estimates, and interference cancellation.

	Linear decorrelation symbol-level IC receiver*
	· One de-spreading operation per user per iteration
· Signal reconstruction using the channel estimates, and interference cancellation.

	Joint decorrelation symbol-level base IC receiver*
	· One joint de-spreading operation per iteration
· Signal reconstruction using the channel estimates, and interference cancellation.

	Turbo MPA receiver
	· MPA soft information calculation per iteration
· Interleaving and de-interleaving per iteration per user
· Channel re-coding and re-decoding per iteration per user



(*: the user number will be decreased after each iteration when user packet decoding is correct.)
 
Observation 4: MPA receiver shows significant computation complexity compared to linear decorrelation based receiver.

Observation 5: Channel re-encoding and re-decoding operation will dominate the complexity in iteration based codeword-level based receiver.

[bookmark: OLE_LINK30][bookmark: OLE_LINK31]Proposal 1: When evaluating the performance of grant-free access, receiver complexity and receiver type should be explicitly indicated. 

3 Baseline Receiver Architectures
For evaluating the performance of different NOMA algorithms, we propose the following receiver architectures:
· MMSE-based Hard IC receiver
· ESE-based hard IC receiver
3.1 MMSE-based Hard IC Receiver
Figure 11 shows a block diagram of an MMSE-base Hard IC receiver. Let the received signal be expressed by:

Where, .  is the channel estimate of user k, and  is the spreading code of user k. During the first iteration, the recovered signal  is 0, and the residual signal . The output of the joint MMSE equalizer is given by:

The output of the equalizer is decoded, and the CRC of the decoded data is checked for each user. Users with a passing CRC, will have their signal reconstructed. Signal reconstructions involves:
1. Re-encoding the decoded data
2. Applying the channel estimate to the re-encoded data to get an estimate of that user’s signal at the input to the receiver.
The recovered signal of users decoded correctly is subtracted from the received signal. This residual signal is used to receive the remaining users.


[bookmark: _Ref510620655]Figure 11: MMES-based Hard IC Receiver.
Proposal 2: For NOMA evaluation consider an MMES-based Hard IC receiver.
3.2 ESE-based Soft IC Receiver
Figure 12 shows the block diagram of an ESE-based soft IC receiver. The elementary signal estimator (ESE) [9] estimates the LLR of each UE by assuming other UEs as AWGN using their prior LLR signal estimates. Extrinsic information can be obtained at the output of the despreader or as the soft output of the Turbo decoder. By excluding the decoder from the feedback loop, latency is improved.


[bookmark: _Ref510625097]Figure 12: ESE-based Soft IC Receiver.
Proposal 3: For NOMA evaluation consider an ESE-based Soft IC receiver.
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]3	Conclusion
[bookmark: OLE_LINK43][bookmark: OLE_LINK44][bookmark: OLE_LINK34][bookmark: OLE_LINK35]We have the following observations and proposals on UL NOMA receiver:
Observation 1: Linear decorrelation-based receivers can be used for the asynchronous NOMA.
Observation 2: For a parallel IC receiver architecture, the total processing latency is determined by the maximum number of iterations and processing latency of a single iteration.
Observation 3: For a parallel IC receiver architecture, the total computation complexity is determined by the average number of iterations per user, the number of users processed in a single iteration and total computation complexity of a single user per iteration.
Observation 4: MPA receiver shows significant computation complexity compared to linear decorrelation based receiver.
Observation 5: Channel re-encoding and re-decoding operation will dominate the complexity in iteration based codeword-level based receiver.

Proposal 1: When evaluating the performance of grant-free access, receiver complexity and receiver type should be explicitly indicated. 

Proposal 2: For NOMA evaluation consider an MMES-based Hard IC receiver.
Proposal 3: For NOMA evaluation consider an ESE-based Soft IC receiver.
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