3GPP TSG RAN WG1 Meeting #93                                                                                  R1-1806115                           
Busan, Korea, May 21st – 25th, 2018
Agenda Item:
7.8.2
Source:
ZTE
Title:
Link curve performance of LDPC coding in IMT-2020 self evaluation

Document for:
Discussion 

1 Introduction
There is a new approved Study Item on Self Evaluation towards IMT-2020 submission in the RAN#75 meeting, which mainly focuses on evaluated RAN technologies based on Rel-15 and beyond to satisfy all ITU-R IMT-2020 requirements including eMBB scenario.

From IMT-2020 evaluation methodology in the ITU-R WP5D, it is common opinion that technical evaluation of the candidate RITs/SRITs should be made against each evaluation criterion for the required test environments, which is mentioned in the Chapter 7 of ITU-R report M.2412. On the other hand, in the 3GPP, LDPC has been approved and applied for NR User Plane in the eMBB usage. Therefore, it is necessary to update related channel coding function of the all NR evaluation of system level simulation. In this contribution, the simulation parameters are shown in Table A-3 in Appendix.

In this contribution, the link curve performance from turbo coding to LDPC coding is shown. And, the method about how to update link-to-system mapping of NR is also discussed.
2 Analysis on turbo coding performance in LTE 
In LTE, turbo coding is the channel coding scheme for UL/DL -SCH. In generally, for a given SNR (dB) and a given target BLER, we can predict a code rate by link level simulation results. However, the link level curve is usually given by the maximum (or long) code block size (CBS), e.g. 3112. Because the short CBS and long CBS have different coding gains, the target SNR should add a fixed penalty factor (shown in table 1 mentioned in [1]) to predict the code rate at the same target BLER when the transport block size (TBS) determined by some resource allocation parameters is less than the long CBS, e.g. 64, 320.
In this section, we give the link level simulation results and the penalty factor model analysis at the target BLER=10% in LTE. Note that the performance of turbo coding is based on Table 4 (shown in Appendix) including nineteen CQI indexes with all the different combinations of modulation order and code rates from 4-bit CQI table (CQI index =1~15 in it) and 4-bit CQI table 2 (CQI index =12~15 in it) in LTE/NR respectively.
The penalty factor model for different TBS is shown in Table 1. From the penalty factor model, we can see that the backoff of SNR of turbo coding is not less than 0.5 dB when the TBS is not larger than 400. 
Table 1  Penalty factor model for different TB size[1]
	Payload size
	Backoff [dB]

	Below 50
	1.5

	[50  100]
	1.25

	[100  200]
	1

	[200   300]
	0.75

	[300  400]
	0.5


3 Analysis on LDPC coding performance in NR 
In NR, LDPC coding is the channel coding scheme for UL/DL -SCH. Therefore, for a given SNR (dB) and a given target BLER, we can also predict a code rate by link level simulation results. However, the coding gains of different TBS for LDPC coding are different. So it is also necessary to use penalty factor model to predict the code rate when the transport block size (denoted as K) determined by some resource allocation parameters is less than the long CBS.
In this section, we give the link level simulation results and the penalty factor model analysis at BLER=10% in NR. Note that the simulation performance of LDPC coding is based on Table 4 (shown in Appendix). Moreover, we use the same TBS value with that in LTE to obtain the BLER and SNR performance for achieving an fair comparison with Turbo coding with K =3112 and avoiding the unequal code block size after BG1 and BG2 segmentation of LDPC coding. For example, the CBS values of TBS= 4096 bits based on BG1 and BG2 segmentation are 4120 bits and 2084 bits separately. Furthermore, the difference of SNR for TBS =3000~8000 with BLER=0.1 are almost less than 0.1 dB so that the K =3112 is available for the simulation for LDPC coding. 

Proposal 1: K = 3112 should be applied for simulated LDPC link curve in NR.
Proposal 2: The penalty factor model in LTE can be reused for LDPC coding in NR.
we can see that the BLER -SNR curves are parallel with each other at BLER≥0.01 in the water fall region; and we prefer to use BP decoding algorithm from the total link curve performance.
Observation 1: LDPC coding with BP decoder is superior in BLER -SNR performance, especially at BLER <0.01.
4 Comparison on link level and system level simulation results 
4.1 Comparison on link-level simulation results 
The performance comparison of turbo coding and LDPC coding for K=3112 are shown in Table 2, and the target SNR values for K=3112 by link level simulation are shown in Table 4 in APPENDIX. From the performance comparison, we can see all the SNR values of turbo coding with different CQI index are almost larger than that of LDPC coding. Moreover, for LDPC coding, the SNR values of LDPC coding by BP decoder with different CQI index are less than that of LDPC coding by min-sum decoder. In the other words, performance of LDPC coding is better than that of turbo coding, and for LDPC coding, performance of BP decoder is better than that of min-sum decoder.
Table 2 comparison of turbo coding and LDPC coding for TBS = 3112 
	CQI Index
	turbo -LDPC BP decoder
△SNR(dB)
	turbo -LDPC Min Sum decoder
△SNR(dB)
	LDPC Min Sum decoder -LDPC BP decoder
△SNR(dB)

	
	BLER=0.1
	BLER=0.01
	BLER=0.001
	BLER=0.1
	BLER=0.01
	BLER=0.001
	BLER=0.1
	BLER=0.01
	BLER=0.001

	1
	0.7658
	0.7956
	0.8011
	0.1003
	0.1059
	0.1027
	0.6655
	0.6897
	0.6984

	2
	0.7498
	0.7646
	0.7757
	0.1097
	0.1266
	0.117
	0.6401
	0.638
	0.6587

	3
	0.8209
	0.8546
	0.8375
	0.1587
	0.1676
	0.1791
	0.6622
	0.687
	0.6584

	4
	0.4888
	0.4945
	0.4639
	-0.0475
	-0.0811
	-0.0888
	0.5363
	0.5756
	0.5527

	5
	0.3294
	0.3369
	0.3207
	0.0063
	0.0032
	-1E-04
	0.3231
	0.3337
	0.3208

	6
	0.3297
	0.3088
	0.3398
	0.1627
	0.1425
	0.1772
	0.167
	0.1663
	0.1626

	7
	0.3788
	0.3563
	0.3195
	0.1477
	0.1356
	0.0721
	0.2311
	0.2207
	0.2474

	8
	0.4513
	0.4315
	0.4045
	0.2262
	0.1997
	0.1175
	0.2251
	0.2318
	0.287

	9
	0.4558
	0.434
	0.4229
	0.2523
	0.2463
	0.2614
	0.2035
	0.1877
	0.1615

	10
	0.6648
	0.6245
	0.552
	0.3952
	0.3756
	0.2196
	0.2696
	0.2489
	0.3324

	11
	0.4782
	0.4749
	0.4514
	0.279
	0.2936
	0.2417
	0.1992
	0.1813
	0.2097

	12
	0.5034
	0.492
	0.3991
	0.2935
	0.2295
	-0.0366
	0.2099
	0.2625
	0.4357

	13
	0.3426
	0.3527
	0.3765
	0.1937
	0.2064
	0.233
	0.1489
	0.1463
	0.1435

	14
	0.2643
	0.2845
	0.3641
	0.1493
	0.1943
	0.2994
	0.115
	0.0902
	0.0647

	15
	0.2249
	0.2141
	0.2407
	0.1544
	0.1737
	0.2179
	0.0705
	0.0404
	0.0228

	16
	0.6192
	0.613
	0.5974
	0.4366
	0.4327
	0.4505
	0.1826
	0.1803
	0.1469

	17
	0.4253
	0.4008
	0.398
	0.3091
	0.2855
	0.304
	0.1162
	0.1153
	0.094

	18
	0.3207
	0.3213
	0.387
	0.2097
	0.2372
	0.3253
	0.111
	0.0841
	0.0617

	19
	0.2382
	0.2565
	0.2519
	0.1634
	0.2105
	0.2258
	0.0748
	0.046
	0.0261


Observation 2: From the SNR comparison we can see that LDPC coding is superior in BLER-SNR performance, and the performance of BP decoder is better than that of min-sum decoder.
Proposal 3: For LDPC coding, BP decoding algorithm should be the decoding algorithm scheme for the superior BLER -SNR performance in NR.
4.2 Comparison on system-level simulation results  
Based on link-level simulation results of LDPC in the chapter 3, we remove these results into related functions of system-level simulation platform. Moreover, we try to simulate the gain by applying LDPC, comparing Turbo code. The comparison resulted can be obviously found in Table 3

Table 3 Comparison of turbo coding and LDPC coding in the SLS
	Dense Urban DL
	Average spectral efficiency
(bit/s/Hz/TRxP)
	5th percentile spectral efficiency
(bit/s/Hz)

	Turbo coding
	6.3934
	0.2553

	LDPC with BP decoding
	6.5250(+2.058%)
	0.2781

(+8.931%)

	LDPC with Min-Sum decoding
	6.4699(+1.197%)
	0,2616

(+2.468%)


Dense urban-eMBB test environment were evaluated in Table 3. Because of the Dense urban-eMBB test environment (UMa), Table 5.2.2.1-2: 4-bit CQI Table in the 38.214 is applied for CQI feedback in our SLS; as well as, more specifically, more configuration can be found in the Appendix. From Table 3, it is clearly seen that the gain of applying LDPC is about 4.7% in the edge of cell spectral efficiency and 1.4% in the average spectral efficiency, comparing using Turbo coding. The main advantages come from advanced channel coding and reasonable CQI feedback scheme.
Observation 3: From Comparison results of both LLS and SLS, the performance of LDOC is better than that of Turbo coding for IMT-2020 self-evaluation.
Proposal 4: It is necessary to add related LDPC module into SLS for IMT-2020 self-evaluation.
From Table 3, ciencygan be obviouly ying LDPC, comparing Turbo code.h as CQI feedback











































5 Conclusion
For link curve performance from turbo coding to LDPC coding, we have the following observations and proposal:
Observation 1: LDPC coding with BP decoder is superior in BLER -SNR performance, especially at BLER <0.01.
Observation 2: From the SNR comparison we can see that LDPC coding is superior in BLER-SNR performance, and the performance of BP decoder is better than that of min-sum decoder.
Observation 3: From Comparison results of both LLS and SLS, the performance of LDPC is better than that of Turbo coding for IMT-2020 self-evaluation.
Proposal 1: K =3112 should be applied for simulated LDPC link curve in NR.
Proposal 2: The penalty factor model in LTE can be reused for LDPC coding in NR.
Proposal 3: For LDPC coding, BP decoding algorithm should be the decoding algorithm scheme for the superior BLER -SNR performance in NR.
Proposal 4: It is necessary to add related LDPC module into SLS for IMT-2020 self-evaluation.
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Appendix
Table 4  SNR performance table for K=3112 
	CQI index
	Turbo
SNR(dB)
	LDPC BP decoder
SNR(dB)
	LDPC Min Sum decoder
SNR(dB)

	
	BLER=0.1
	BLER=0.01
	BLER=0.001
	BLER=0.1
	BLER=0.01
	BLER=0.001
	BLER=0.1
	BLER=0.01
	BLER=0.001

	1
	-7.7003
	-7.5206
	-7.4081
	-8.4661
	-8.3162
	-8.2092
	-7.8006
	-7.6265
	-7.5108

	2
	-5.8171
	-5.6541
	-5.5334
	-6.5669
	-6.4187
	-6.3091
	-5.9268
	-5.7807
	-5.6504

	3
	-3.7053
	-3.5377
	-3.417
	-4.5262
	-4.3923
	-4.2545
	-3.864
	-3.7053
	-3.5961

	4
	-1.6512
	-1.5068
	-1.4013
	-2.14
	-2.0013
	-1.8652
	-1.6037
	-1.4257
	-1.3125

	5
	0.3166
	0.4855
	0.5923
	-0.0128
	0.1486
	0.2716
	0.3103
	0.4823
	0.5924

	6
	2.2495
	2.3964
	2.5393
	1.9198
	2.0876
	2.1995
	2.0868
	2.2539
	2.3621

	7
	4.1553
	4.3291
	4.4558
	3.7765
	3.9728
	4.1363
	4.0076
	4.1935
	4.3837

	8
	6.0607
	6.2308
	6.3781
	5.6094
	5.7993
	5.9736
	5.8345
	6.0311
	6.2606

	9
	8.0508
	8.2235
	8.3688
	7.595
	7.7895
	7.9459
	7.7985
	7.9772
	8.1074

	10
	9.8812
	10.0729
	10.197
	9.2164
	9.4484
	9.645
	9.486
	9.6973
	9.9774

	11
	11.7327
	11.9466
	12.0857
	11.2545
	11.4717
	11.6343
	11.4537
	11.653
	11.844

	12
	13.6915
	13.915
	14.0796
	13.1881
	13.423
	13.6805
	13.398
	13.6855
	14.1162

	13
	15.5688
	15.7972
	15.9946
	15.2262
	15.4445
	15.6181
	15.3751
	15.5908
	15.7616

	14
	17.4948
	17.7652
	18.0379
	17.2305
	17.4807
	17.6738
	17.3455
	17.5709
	17.7385

	15
	19.4485
	19.7322
	19.972
	19.2236
	19.5181
	19.7313
	19.2941
	19.5585
	19.7541

	16
	19.3694
	19.6022
	19.7918
	18.7502
	18.9892
	19.1944
	18.9328
	19.1695
	19.3413

	17
	21.1925
	21.4548
	21.6937
	20.7672
	21.054
	21.2957
	20.8834
	21.1693
	21.3897

	18
	23.2041
	23.4878
	23.7648
	22.8834
	23.1665
	23.3778
	22.9944
	23.2506
	23.4395

	19
	25.0894
	25.4083
	25.6315
	24.8512
	25.1518
	25.3796
	24.926
	25.1978
	25.4057


Table 4  Link Level Simulation Parameters
	Attributes
	Values or assumptions

	Channel model
	AWGN

	Channel estimation
	Ideal

	Modulation 
	QPSK
	16QAM
	64QAM
	256QAM

	Code rate (*1024)
	78,120,193,308,449,602
	378,490,616
	466,567,666,772,873,948
	711,797,885,948

	Information length(wo CRC)
	392 bits

	Coded block size
	Information size(wo CRC)/code rate 

	Target BLER
	0.1, 0.01, 0.001

	Code construction
	LDPC with agreed BG1 and BG2

	CRC length
	24 bits, 16 bits

	Decoding algorthm
	Min-Sum decoding algorithm with alpha=0.75
BP decoding algorithm

	Maximum number of iterations
	25 for LDPC coding; 8 for Turbo coding


Table 5  System Level Simulation Parameters for Dense Urban-eMBB
	Parameter
	Value

	Test environment
	Dense Urban – eMBB

	Evaluation configuration
	Configuration A

	Channel model
	UMa_B

	Duplex
	TDD

	Subcarrier spacing
	15 kHz

	Symbols number per slot
	14

	Number of antenna elements per TRxP
	256 Tx cross-polarized antenna

 (M,N,P,Mg,Ng) (8,8,2,1,2)
32TXRU
Vertical 1-to-8

	Number of antenna elements per UE
	2Rx,

	MIMO Mode
	SU-MIMO

Maximum support 2 layers

	UE power class
	23 dBm

	Mechanic tilt
	90deg in GCS (pointing to the horizontal direction)

	Electronic tilt
	105deg in LCS

	Scheduling
	PF

	BS receiver type
	MMSE-IRC

	UE precoder scheme
	Non-CodeBook

	UL CSI derivation
	SRS (ideal) based, with delay

	Waveform
	OFDM

	Traffic model
	Full buffer


