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1 Introduction

In RAN1#92bis, the system evaluation scenarios and KPIs for IAB were agreed, as follows:
Agreements:

· Take large scale parameters for flexible duplex evaluations in 38.802 as the baseline for IAB evaluations.

· For determine the pathloss for links between the IAB node and other IAB nodes/donors, the following alternatives are considered:

· Alt. 1: Determine the pathloss for links between the IAB node and candidate serving IAB nodes/donors based on N (value FFS but <= 5) independent large-scale channel realizations (taking into account LOS/NLOS probability and shadow fading).

· Select the realization that results in the minimum pathloss between the IAB node and the selected serving IAB node/donor.


· Alt. 2: Determine the pathloss for links between the IAB node and candidate serving IAB nodes/donors based on a LoS probability of 1-(1- Prob(R))^N (N>1, N FFS). An additional “bonus” B (value of B is FFS) is added to the pathloss for links between the IAB node and the serving IAB nodes/donors. For the links between non-serving IAB nodes/donors the pathloss is determined based on the non-modified LoS probability and no bonus is applied.

· Continue to discuss until RAN1#93 the value of B, N, and remaining details of topology selection methodology

· Either Alt. 1 or Alt. 2 to be selected in RAN1#93. 

Agreements:

· The following performance metrics should be considered in IAB evaluations:

· Area traffic capacity

· Outage for access UEs (details FFS)

· Per-link SNR and Geometry

· Detailed definition of per-link SNR FFS

· Resource utilization (details FFS)

· User plane latency (from the donor to the access UE)

· User perceived throughput (UPT) for burst traffic: the unfinished bursts should be incorporated in the UPT calculation

In this paper, the detailed evaluation methodology for multi-hop topology formation is discussed together with some preliminary evaluation results. 
2 Evaluation methodology consideration
2.1 Path loss calculation for backhaul link
In last RAN1 meeting, two alternatives were discussed for path loss calculation in order to capture the benefits of planned IAB node deployment. Alt. 2 is a simpler way, especially considering the serving node selection in multi-hop topology from our perspective.  While some companies have concern that the bonus based method is too simple for multi-hop IAB network and prefer to apply Alt.1 despite its higher calculation complexity. Alt. 1 can be used, but there are still some issues to be clarified and discussed.
1) How to determine the radius within which the candidate IAB node locations are dropped.
It seems that shadowing correlation distance can be used as a reference to determine the radius. In 38.901, the shadowing correlation distance is assumed to be 50m from UE perspective. Whether to reuse this value for IAB node deployment or adopt a new value should be discussed.

2) How to calculate the shadowing fading of each candidate IAB node location

Shadowing correlation among the candidate locations should be considered to avoid overestimating the benefits of the planned IAB node deployment. As shown in Fig. 1, the average shadowing fading is 2 dB better if independent shadowing fading are assumed for each candidate IAB node location. The existing shadowing correlation calculation formula 
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in 38.901 can be reused in IAB scenario.
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                  Figure 1: Shadowing fading distribution
Proposal 1: For pathloss modeling by Alt. 1, two issues should be further studied and clarified:
· How to determine the radius within which the candidate IAB node locations are dropped.
The shadowing correlation distance in 38.901 can be a reference to determine the radius.

· How to calculate the shadowing fading of each candidate IAB node location

The existing shadowing correlation calculation formula 
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in 38.901 can be reused in IAB scenario
2.2 Multi-hop topology formation
Topology building is the first step for IAB performance evaluation, and serving node selection is the key component for topology formation. One simple approach to form a multi-hop topology is to attach each IAB node one by one, to an IAB donor or other attached IAB nodes. The detailed procedure in heterogeneous layout can be described as follows:
1) Assuming 
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 IAB donor nodes are located in the hexagonal grid,  
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 IAB nodes are dropped independently with uniform distribution within each sector, taking the minimum distance requirement between two nodes 
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into account.  
2) Select the first IAB node access to IAB donor, according to the RSRP value , to be specific
a) For each IAB node, generate 
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 candidate node locations within 
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 radius around the initial IAB node location. These candidate nodes are randomly placed within the searching area with the above mentioned minimum distance constraint
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taken into account.
b) Determine the LOS/NLOS probability for each candidate IAB node location according to the normal LoS probability calculation formula, and calculate the path loss. 
c) Calculate the RSRP from each candidate IAB donor to each candidate IAB node location based on large scale channel information and pick the maximum value from 
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 values. 
d) Compare the max. RSRP values for all 
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 IAB nodes in previous step. The IAB donor and the IAB node with maximum RSRP is chosen to be the serving IAB donor and the first attached IAB node.  

3) For the remaining IAB nodes, calculate the RSRP to all IAB donors and the attached IAB node. Similarly, each IAB node has 
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candidate locations. The number of RSRP calculation for each IAB node equals to 
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 is the IAB node number associated to network.
a) Repeat this step until all IAB nodes get access to the network.
In the above procedure, only RSRP is used as a metric for serving node selection. In this case, there is a risk that many IAB nodes select the same serving node and severe congestion happens at the serving node’s backhaul link. A good topology should be immune to backhaul link congestion as much as possible. Otherwise, the advanced features will not be able to demonstrate their performance well. For example, SDM based resource sharing between backhaul and access provides more transmission opportunities to access link, but that does not necessarily bring system performance benefits if backhaul link is congested. In order to avoid such issues, in addition to RSRP, some additional constraints, e.g., the number of child IAB nodes directly served by one serving node, and/or the maximum hop number attached to one serving node, should be taken into account when selecting serving node. How to make these selections is up to each algorithm, therefore, it is better to report the backhaul link and access resource utilization for both full buffer and burst service (for IAB scenario, even full buffer service will become non-full buffer considering the limited backhaul transmission capability), when presenting system performance so that the backhaul link status can be better observed by comparing the resource utilization between access and backhaul at IAB node. 
Regarding the IAB node antenna array direction, for simplicity it is recommended that an omnidirectional antenna pattern is used for each IAB node before its serving node is determined, then the normal directional Rx antenna is applied and its main lobe direction should be towards to its serving node once the serving node is determined.   
In the following, some detailed topology statistics are presented with the above IAB node selection procedure, for an in-depth understanding of the serving node selection principle. Two metrics are used here to describe the topology:
· Number of hops 
Refers to the number of hops from the IAB donor to the end IAB node

· IAB node connection degree 
Refers to the number of IAB nodes directly attached to the same serving node 

Figure 1 shows the statistical results for number of hops and IAB node connection degree, respectively with RSRP-only node selection principle. Up to 6 hops can be observed with 3 IAB nodes deployed in each sector which is obviously not preferred from delay perspective. The reason is that an IAB node will select a serving node located in other different cells based on maximim RSRP.  Figure 2 presents the updated topology information if the maximum number of hops is constrained to 4.
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 (a) Number of hops                                   (b) IAB node connection degree
Figure 1: IAB topology information with RSRP only node selection principle
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(a) Distribution of number of hops                       (b) IAB node connection degree distribution 
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Figure 2: IAB topology information with constrained hop number
(a) System capacity                              (b) RU for backhaul and access link per hop

Figure 3:   With max. number of hops constraint

Corresponding to the topology in Figure 2, the system capacity with TDMed sharing between backhaul and access are presented, together with the backhaul and access link resource utilization per hop in Figure 3. It can be observed that deploying 3 IAB nodes per sector brings limited (+12%) system capacity improvement compared to 1 IAB node per sector, mainly because the backhaul link is congested if we noticed the backhaul link buffer status illustration in Figure 3 (b). It can be easily observed that, for single hop topology, the RU for backhaul and access link is balanced (both have 100% RU) meaning that all access link transmission opportunities have been utilized since DL data arrives at IAB nodes via backhaul links without severe congestion. However, in multi-hop topology with 3 IAB nodes per sector, congestion happens. For the 1st hop IAB node, its backhaul links are fully utilized with 100% RU as expected, while its access links have rather low RU (49%), meaning that the DL access transmission opportunities are wasted due to no enough DL access data available at the 1st hop IAB node, the reason is that the backhaul link on the 1st hop IAB nodes has to deliver the DL data for its child nodes in addition to its served access link. From the perspective of UEs served by the 1st hop IAB node, congestion happens since the data for the access links are congested by the data for the child IAB nodes if the hop number is high. For other hops, the congestion situation is not so severe since the RU gap between access and backhaul reduces according to the RU statistics, as expected. 
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If the maximum IAB node connection degree is constrained to no more than 2, the relative system capacity gain with 3 IAB nodes deployment per sector can be further improved since the backhaul link congestion is alleviated to some extent, according to the reduced RU gap between backhaul and access link at the 1st hop IAB node, as illustrated in Figure 4. The bigger the RU gap, the more severe the congestion situation. It could be envisioned that a desirable system performance will be achieved only with smart topology and resource allocation for backhaul and access links in multi-hop topology.
(a) System capacity                              (b) RU for backhaul and access link per hop

Figure 4: With max. number of hops and IAB node connection degree constraint

Observation 1: The system performance highly depends on the backhaul link congestion situation, and a backhaul congestion-free multi-hop topology is preferred whatever the detailed topology building algorithm. 
Observation 2: RSRP only based topology building is not sufficient for serving node selection, in terms of system performance. Other constraints i.e., the maximum number of hops, and the maximum number of child IAB nodes associated with the same serving node should also be considered when selecting serving node.

Proposal 2: Some additional metrics to reflect backhaul link congestion situation (e.g. backhaul link resource utilization and access link resource utilization) should be reported when presenting system performance in order to observe backhaul link status.
Proposal 3: In addition to RSRP, other factors to avoid the backhaul link congestion should also be considered for serving node selection, e.g. maximum hop number and maximum child IAB node number per serving node. The detailed algorithm is up to companies’ choice.

2.3 IAB node antenna configuration

An IAB node communicates with its parent node, and also its UEs and child nodes.  A multi-array based antenna structure with quasi-omnidirectional coverage, as illustrated in Figure 6, is suggested to be used in the evaluation considering multi-hop topology and the random UE distribution. 
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Fig.3 IAB node antenna structure 
Furthermore, considering the backhaul capacity requirements and the channel characteristic for FR2, up to 2 layers MIMO spatial multiplexing with cross polarized antenna should be considered for backhaul link transmission.

Proposal 4: The following antenna configuration should be used for IAB evaluation:
· Multiple panels towards three directions to provide quasi-omnidirectional coverage
· Cross polarized antennas per panel to provide up to 2 layer spatial multiplexing capability
2.4 UE deployment
For UE deployment in IAB scenarios, the following two alternatives can be considered,

· Alt.1 (cluster based UE distribution): 2/3 UEs are randomly and uniformly dropped within the IAB node clusters with a radius of R, and 1/3 UEs are randomly and uniformly dropped outside of the IAB node clusters.

· Alt. 2 (Uniform UE deployment): UEs are dropped independently with uniform distribution within each sector
Alt.1 is used in Hetnet evaluation together with the cluster based small cell deployment. With Alt.1, most UEs are dropped within the coverage of IAB node, which is more preferable from IAB node deployment. But with Alt.1, UE distribution will vary with the deployed IAB node number and location, meaning that the performance comparison among different scenarios makes little sense since the UE distributions are different in each scenario.  Alt. 2 seems more reasonable to keep the same UE distribution when comparing performance of different IAB node deployment scenarios.
Proposal 5: UE distribution should be kept the same when comparing performance of different IAB node deployment scenarios.
2.5 UE association

Maximum RSRP is the most commonly used UE association rule, meaning that the IAB node with maximum RSRP to UE will become the serving node for this UE. However, as discussed previously, in an IAB network, it should be avoided to attach too many UEs to one IAB node considering the potential backhaul link congestion and E2E delay. Therefore, maximum RSRP may not always be the best option for UE association, and other criteria for load balancing among IAB nodes should also be applied in evaluation.
Proposal 6: In addition to maximum RSRP, other criteria for UE association to avoid potential backhaul link congestion should be considered in IAB evaluation.
3 Conclusions

In this contribution, we discuss the detailed evaluation methodology for multi-hop topology. Based on the above discussion, the following observations and proposals are made, 
Observation 1: The system performance highly depends on the backhaul link congestion situation, and a backhaul congestion-free multi-hop topology is preferred whatever the detailed topology building algorithm. 

Observation 2: RSRP only based topology building is not sufficient for serving node selection, in terms of system performance. Other constraints i.e., the maximum number of hops, and the maximum number of child IAB nodes associated with the same serving node should also be considered when selecting serving node.

Proposal 1: For pathloss modeling by Alt. 1, two issues should be further studied and clarified:

· How to determine the radius within which the candidate IAB node locations are dropped.

The shadowing correlation distance in 38.901 can be a reference to determine the radius.

· How to calculate the shadowing fading of each candidate IAB node location

The existing shadowing correlation calculation formula 
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in 38.901 can be reused in IAB scenario
Proposal 2: Some additional metrics to reflect backhaul link congestion situation (e.g. backhaul link resource utilization and access link resource utilization) should be reported when presenting system performance in order to observe backhaul link status.
Proposal 3: In addition to RSRP, other factors to avoid the backhaul link congestion should also be considered for serving node selection, e.g. maximum hop number and maximum child IAB node number per serving node. The detailed algorithm is up to companies’ choice.

Proposal 4: The following antenna configuration should be used for IAB evaluation:

· Multiple panels towards three directions to provide quasi-omnidirectional coverage
· Cross polarized antennas per panel to provide up to 2 layer spatial multiplexing capability
Proposal 5: UE distribution should be kept the same when comparing performance of different IAB node deployment scenarios.

Proposal 6: In addition to maximum RSRP, other criteria for UE association to avoid potential backhaul link congestion should be considered in IAB evaluation.
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Appendix: System-level evaluation assumption
Table 1: Evaluation scenarios for IAB

	Attribution 
	Assumption

	Network Layout
	Hexagonal cellular network with multi-hop relaying

	Number of TRPs
	19 macro TRPs and 57*Nr rTRPs where Nr is the number of rTRPs per sector. The value of Nr is FFS.

	Deployment of RN
	Reference to 2.1

	RN attachment
	Reference to 2.2

	UE distribution
	Reference to 2.4

	Node selection for UE
	Reference to 2.5

	Carrier Frequency 
	In-band backhaul: 

· 4GHz backhaul and access

· 30GHz backhaul and access

	Routing mechanism
	Routing algorithms are needed on multiple-hop/multiple-connection scenario.

	Traffic model
	Full buffer and FTP model 3 with packet size 0.5Mbytes.

	Performance metrics
	Reference to 2.6


Table 2: Antenna configuration for IAB
	Attribution 
	Assumption

	gNB height
	25 m

	RN height
	10 m

	UE height
	3D distributing [38.913]

	TRP Tx power
	Below 6GHz: 44 dBm for dense urban case, 49 dBm for urban macro and rural cases

Above 6GHz: 40 dBm for dense urban case, 43 dBm for urban macro case, and 49 dBm for rural case. 

PA scaled down with simulation BW when simulation BW is lower than the system BW.

	RN Tx power
	33 dBm scaled down with simulation BW when simulation BW is lower than the system BW.

	UE Tx power
	Below 6GHz: 23dBm

30GHz: 23dBm

70GHz: 21dBm

	TRP antenna configuration
	4GHz:

- (M,N,P,Mg,Ng) = (4,8,2,1,1). 

30GHz:

- (M,N,P,Mg,Ng) = (4,8,2,2,2),  (dH, dV) = (0.5, 0.5)λ,  (dg,H,dg,V) = (4.0, 2.0)λ

	RN antenna configuration for each side/sector
	4GHz:

- (M,N,P,Mg,Ng) = (4,8,2,1,1). 

30GHz:

- (M,N,P,Mg,Ng) = (4,8,2,2,2),  (dH, dV) = (0.5, 0.5)λ,  (dg,H,dg,V) = (4.0, 2.0)λ

	UE antenna configuration
	4GHz:

- (M,N,P,Mg,Ng) = (2,1,2,1,1). 

30GHz:

-(M,N,P,Mg,Ng) = (2,4,2,1,2) ,  (dH, dV) = (0.5, 0.5)λ,  (dg,H,dg,V) = (0, 0)λ,  Θmg,ng=90,   Ω0,0 uniformly distributed in [0, 360] degrees,  Ω0,1=Ω0,0+180

	RN antenna pattern
	See Table A.2.1-6 of TR 38.802

	UE antenna pattern
	See Table A.2.1-8 of TR 38.802
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