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Introduction
In RAN1 #84b, it was agreed that non-orthogonal multiple access (NOMA) schemes should be investigated [1].  In 3GPP Plenary #76, NOMA was agreed as a study item for NR Rel-15, and more specifically that uplink (UL) NOMA should be studied for both grant-based and grant-free transmissions with possible use cases in eMBB, URLLC and mMTC [2]. To combat the interference between non-orthogonal transmissions, transmitter side schemes such as spreading and interleaving [5-15] are employed to improve the performance and reduce the complexity of advanced receivers.

In this contribution, we provide a general framework for NOMA UL receiver, with a focus on linear multi-user detector schemes. MF and ESE based NOMA receivers can be applied to both CP-OFDM and DFT-s-OFDM waveforms, and synchronized and asynchronized transmissions. This facilitates scalable operation and receiver complexity reduction. As a way forward, we propose the study and standardization of NOMA UL transmission should consider the best trade-off among the design objectives of BLER performance, scalability, flexibility, PAPR and complexity.

The procedures related to NOMA, details for link and system level evaluations, and transmitter processing are discussed in companion proposals [16-18].
Linear Receivers for Linear-Spreading-based NOMA schemes
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[bookmark: _Ref506561578][bookmark: _Ref506561574]Figure 1. General Diagram for Linear NOMA receiver for Linear Spreading NOMA schemes
Many of the proposed NOMA schemes are based on linear spreading. For these types of spreading based NOMA schemes, the same types of NOMA receiver can be shared. Figure 1 shows the general NOMA receiver diagram for these type of spreading based NOMA schemes. The NOMA receiver consists of three parts. The first part is multi-user detector where the superposed received signal is process jointly across the UEs to derive the LLR for each UE. The second part of channel decoder which receives LLR from multi-user detector and decode the transmitted codeword. The output from the channel decoder can be decoded codeword in the case of successful decoding. It can be also intermediate LLR for each bit refined through the message passing decoding. Third part is the iteration between multi-user detectors and LDPC decoders. They exchange both soft-LLR information and hard decision information. When they exchange soft-LLR, soft interference cancellation at multi-user detector is feasible. We will call this as turbo iteration. When they only exchange hard-decision, we will call this as hard interference cancellation. Since turbo iteration is more general than hard interference cancellation, we will focus on turbo iteration for the description of receivers. In turbo iteration, multi-user detector and channel decoder exchanges LLR information. 
In Rel-15, the data channel has been specified in TS38.212 to use LDPC codes. Following the RAN1 #78 plenary guidance as captured in [19], we should further consider the same NR LDPC with URLLC services. Note that there are two basegraphs as part of the specification, in order to address both high throughput large blocklength use cases as well as small blocklength and low code rates. This makes it suitable also for mMTC. Therefore, we propose to use NR LDPC channel codec as a baseline for evaluation of NOMA receiver performances.
Proposal 1: The NR LDPC code should be used as the baseline channel coding in NOMA study for all use cases including mMTC, URLLC and eMBB.
Since outer iteration and LDPC decoder are straightforward and not in the scope of this contribution, we will focus on multi-user detector in the rest of the section. Especially, we will focus on ESE (elementary signal estimator) and LMMSE (linear minimum square error estimator). 
Without loss of generality, we can focus on single symbol processing. Suppose that there are  many users and  many resources (spreading factor). The received signal at resource  can be written as

where  is the channel coefficient corresponding to resource  from user ,  is the transmitted signal by user  on resource , and . For linear spreading codes, each user is assigned a spreading code sequence. Let   be the ’th coefficient of the spreading code for user . Suppose that all users share the same modulation alphabet M. Then,  for  where  M is the transmitted symbol by user . Now, we can write the received vector 

where , , and  is the  matrix with entries . Let  denote the ’th column of matrix .
Multi-user detectors estimate the LLR for  based on .
MF/ESE Multi-User Detector
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Figure 2. Diagram for ESE Multi-User Detector
MF (matched filter) based multi-user detector is well known, and ESE can be thought as a generalization of MF which can accommodate soft-interference cancellation. Therefore, in this section, we will focus on ESE multi-user detector and leave MF as a degenerated case.
ESE multi-user detector first compress the received signals to scalar values for each UE by MF. The output of the matched filter can be written as

To benefit from soft information computed at channel decoder, we can apply elementary signal estimator to  which approximates signal and interference as Gaussian random variables. More explicitly, for user 

where  is residual interference plus noise. Then,  is approximated as a Gaussian random variable which can be described by mean and variance. We can see that the mean and variance of  is given as follows:


and  and  are the a priori mean and variance for the symbol transmitted from user , which can be computed using a priori bit LLRs.
Now both  and  are approximated as Gaussian random variables. LMMSE estimation can be used to estimate  from . From the estimation, LLR for each bit can be derived from conventional marginalization.
Here, we can notice that ESE multi-user detector without MF can be also used without symbol spreading. For random symbol interleaver cases, ESE multi-user detector can be applicable with an assumption of . ESE multi-user detector is also applicable for bit level interleaving cases.

It can be also shown that the computation complexity of ESE multi-user detector scales as  for  UEs and spreading factor of .
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LMMSE Multi-User Detector
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[bookmark: _Ref506565322]Figure 3. Diagram for LMMSE Multi-User Detector
Figure 3 shows general diagram for LMMS multi-user detector. Compared to ESE multi-user detector, the only difference is ESE block is replaced by LMMSE estimator. Unlike ESE multi-user detector, LMMSE estimator considers the received signal as a vector and apply LMMSE estimation matrix for transmitted signal estimation for each UE.
Let  and   be the prior mean and variance of each UE’s transmitted signal derived from LLR. Receiver applies the following LMMSE filter to the received vector. The output of the LMMSE filter is the mean and variance vectors, and can be computed as
,
*.

As mentioned,  is the a priori mean vector and is the diagonal matrix with diagonal entries are a priori variance values for the corresponding transmitted symbols. A priori mean and variance values can be computed using the bit LLRs computed at the channel decoder.
Based on the LMMSE output, the receiver generates extrinsic bit LLR values for channel decoder by marginalization.
It can be also shown that the computation complexity of LMMSE multi-user detector scales as  for  UEs and spreading factor of .

	MU Detector
	Computation Complexity

	LMMSE
	



We are proposing to consider at least NOMA receivers described above should be considered in the study of NOMA schemes.

Proposal 2: For receivers for spreading based NOMA schemes, at least MF/ESE/LMMSE based multi user detectors should be considered. Both hard interference cancelation and soft turbo iteration with channel decoders should be considered.
Consideration for DFT-s-OFDM
For cell edge and power-limited UEs, PAPR and MCL can be a crucial factor in evaluation of NOMA schemes’ performances. To match with NB-IoT and eMBB coverage, DFT-s-OFDM waveform has to adopted as a baseline especially in mMTC case. Therefore, NOMA transmitters and receivers with DFT-s-OFDM waveform also should be considered. 
The main issue with DFT-s-OFDM waveform is that DFT-s-OFDM can introduce different multi-path channels for each UEs.
MF multi-user detector is readily applicable in time domain for RSMA with DFT-s-OFDM waveform, which is known as Rake receiver. Likewise, ESE multi-user detector can also be easily applicable for DFT-s-OFDM waveform. 
However, for LMMSE receivers which relies on chip level alignment and synchronization, it is unclear how to define modulated symbol boundary with different multi-path channels for NOMA UEs in DFT-s-OFDM waveform cases. Therefore, we are proposing the following
Proposal 3: Companies should provide NOMA transmitter and receiver schemes for both CP-OFDM and DFT-s-OFDM waveforms.
Consideration for Asynchronous Transmission
For mMTC use case, managing timing advance and keeping synchronization across the NOMA UEs requires large power consumption. Therefore, the ability to operate asynchronously without any TA is an important feature for NOMA schemes. 
For long scrambling sequence based RSMA with DFT-s-OFDM waveform, as mentioned above, the MF/ESE based NOMA receivers are still applicable for NOMA multi-user receiver even for asynchronous case, which are known as Rake receivers.  
However, like DFT-s-OFDM case, the LMMSE based NOMA receivers which relies on chip level alignment and synchronization cannot be directly applicable for asynchronous transmission case. Therefore, we are proposing to provide details of NOMA schemes for asynchronous transmission.
Proposal 4: Companies should provide NOMA transmitter and receiver schemes for both synchronous and asynchronous transmission.
Receiver Complexity and LLS Simulation Results
Together with BLER and PAPR performances, transmitter and receiver complexity should be also considered given that some of the receiver proposals are based on complicated non-linear message passing algorithms.
Complexity of decoding (per outer iteration) one symbol transmitted from all users is given in Table 1, where K is the number of resources, J is the number of users, M is the modulation alphabet size, N is the number of internal iterations on the factor graph for MPA algorithm, and  is the number of users transmitting on the same resource. 
	NOMA Receiver
	Computational Complexity (per Outer Iteration)iteration)

	LMMSE
	

	ESE
	

	MPA (SCMA)
	


Table 1: Computational Complexity comparison for different NOMA receivers
As we notice in the table, the computational complexity of MPA algorithm scales exponentially in  . Therefore, when large number of UEs are colliding on the same resources, the MPA computational complexity can be much larger than those of LMMSE and ESE which scales polynomially on the number of UEs and spreading factor.
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[bookmark: _Ref506556544]Figure 4: BLER performance of NOMA schemes with Grant-based and Synchronized Transmission.
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[bookmark: _Ref506556546]Figure 5: Computational Complexity of Multi-User Detectors
Figure 4 shows link level BLER performances for different NOMA schemes with grant-based and synchronized transmission. As we can observe in the figure, there is no significant difference in BLER performance across the several of the different NOMA proposals, though in this particular case we can see some benefit from RSMA. Figure 5 shows the computational complexity for different types of multi-user detectors for different spreading factors when the overloading factor is fixed as 150%. We can notice that the message passing based non-linear algorithms suffers from large computational complexity scaling as the spreading factor and the number of UEs grows. 
Observation 1: Linear multi-user detectors (LMMSE/ESE/MF) have much lower complexity compared to non-linear multi-user detectors (MPA/MAP).
Therefore, we are proposing the followings:
Proposal 5: Transmitter/Receiver complexity and memory requirement should be considered in evaluating NOMA schemes’ performances. Receiver complexity can be measured by counting the number of add/sub/mul/div required for each multi-user detector.
Proposal 6: Companies should provide receiver and transmitter computational complexity and memory requirement analysis for the proposed NOMA schemes.
[bookmark: _GoBack]Summary
In this contribution, we discussed receivers for NOMA and made following observations.
Observation 1: Linear multi-user detectors (LMMSE/ESE/MF) have much lower complexity compared to non-linear multi-user detectors (MPA/MAP).
Based on the above observations, we propose the following for receivers for NOMA schemes.
Proposal 1: The NR LDPC code should be used as the baseline channel coding in NOMA study for all use cases including mMTC, URLLC and eMBB.
Proposal 2: For receivers for spreading based NOMA schemes, at least MF/ESE/LMMSE based multi user detectors should be considered. Both hard interference cancelation and soft turbo iteration with channel decoders should be considered.
Proposal 3: Companies should provide NOMA transmitter and receiver schemes for both CP-OFDM and DFT-s-OFDM waveforms.
Proposal 4: Companies should provide NOMA transmitter and receiver schemes for both synchronous and asynchronous transmission.
Proposal 5: Transmitter/Receiver complexity and memory requirement should be considered in evaluating NOMA schemes’ performances. Receiver complexity can be measured by counting the number of add/sub/mul/div required for each multi-user detector.
Proposal 6: Companies should provide receiver and transmitter computational complexity and memory requirement analysis for the proposed NOMA schemes.
References
[1]. Chairman Notes, 3GPP TSG RAN1 #84b, Busan, Korea.
[2]. [bookmark: _Ref462859139][bookmark: _Ref471479747][bookmark: _Ref462921140][bookmark: _Ref471480026][bookmark: _Ref446333722][bookmark: _Ref458067121][bookmark: _Ref458093355][bookmark: _Ref462751848][bookmark: _Ref462859211][bookmark: _Ref470450042]RP-171043, “Revision of Study on 5G Non-orthogonal Multiple Access”, 3GPP TSG RAN #76, ZTE.
[3]. R1-163695 “Way Forward on Multiple Access for NR,” ZTE and Qualcomm Inc.
[4]. R1-163656 “Way Forward on Multiple Access for NR,” CMCC, Huawei, HiSilicon, Fujitsu, CATT and China Telecom.
[5]. R1-166359, “Resource Spread Multiple Access,” Qualcomm Inc.
[6]. R1-1608953, “Link-level performance evaluation for MUSA,” ZTE Microelectronics.
[7]. NOMA Workshop, “Welch-bound equality based spread multiple access (WSMA),” Ericsson.
[8]. R1-1609223, “Further evaluation results of NCMA in UL LLS,” LG Electronics.
[9]. R1-1609332, “LLS results for GOCA scheme,” MediaTek Inc.
[10]. R1-162153, “Overview of non-orthogonal Multiple Access for 5G,” Huawei.
[11]. R1-1608755, “LLS results of PDMA with realistic channel estimation,” CATT.
[12]. R1-1609892, “On the Performance of Interleaved-based Multiple Access Schemes,” InterDigital.
[13]. R1-1633992, “Non-orthogonal multiple access candidate for NR,” Samsung.
[14]. R1-1610918, “Link-level evaluation results of UL NOMA schemes,” Intel Corporation.
[15]. R1-166358 “RSMA and SCMA comparison,” Qualcomm Inc.
[16]. R1-1802858, “Procedures Related to NOMA,” Qualcomm Inc.
[17]. R1-1802859, “Link and System Level Performance Evaluation for NOMA,”  Qualcomm Inc.
[18]. R1-1802856, “Transmitter Side Signal Processing Schemes for NOMA,” Qualcomm Inc.
[19]. RP-172817, “NR High-Reliability URLLC scope for RAN1/RAN2”, Ericsson, RAN #78, Lisbon, Portugal


8/8
image1.png
Multi User Ly, —p|  Channel ey decoded bits
Detector decoder
> Channel ey decoded bits
decoder
Received Iterations with Information Exchange
signal (Turbo: Soft LLR)
(SIC: Hard-Decision)
- — Channel e decoded bits
decoder
S — Channel e decoded bits
decoder
—p
—p
(for MPA, iteration) (LDPC iteration)
<

(outer iteration)




image2.png
LLR to
Mean and Variance

ESE

Mean and Variance
to LLR





image3.png
LLR to
Mean and Variance

LMMSE

Mean and Variance to
LLR





image4.emf
-5 0 5 10 15

10

-2

10

-1

10

0

Sum Symbol SNR (dB)

BLER

TDL-C 300ns, 36 RB allocation

 

 

WSMA, MMSE Turbo

MUSA, MMSE Turbo

SCMA, MPA Turbo

RSMA, 4xLayer, ESE Turbo


image5.emf
2 4 6 8 10 12 14 16 18 20

10

2

10

4

10

6

10

8

10

10

10

12

10

14

10

16

Computational Complexity, Overloading Factor=1.5, #RX ant=4

Spreading Factor

Computational Complexity

 

 

LMMSE

ESE

MPA


