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1 Introduction

In this contribution we discuss remaining issues on the resource allocation in the time domain and frequency domain. 
2 Resource allocation in time domain 

In the RAN1 NR AH 1801 meeting, the following agreement [1] was made. In this section we discuss the details of the time domain resource allocation table and give our point of view on RV order for the DL/UL transmission spanning multiple slots.
Agreements:
For PDSCH:

· Supported combinations for PDSCH mapping type A:

· Starting symbol can be symbol index #0, 1, 2, 3 in a slot.

· Length of the PDSCH is at least X symbols, up to 14 symbols within a slot, such that slot boundary is not crossed 

· FFS the value of X

· Supported combinations for PDSCH mapping type B:

· Length of the PDSCH can be 2, 4, or 7 symbols.

· Starting symbol can be any position within a slot, such that slot boundary is not crossed.

Proposals:

· For PDSCH mapping type A, X = 4 as a working assumption

· In the case where PDSCH Type A < 7 symbols, the N1 is measured relative to the end of an 7-symbol PDSCH Type A reception with the same start location

· For PUSCH mapping type A, Y = 4

For PUSCH

· PUSCH mapping type A:

· Starting symbol is symbol index #0 in a slot.
· Length of the PUSCH is at least Y symbols, up to 14 symbols

· FFS the value of Y

· PUSCH mapping type B (All 105 combinations)

· Length of the PUSCH can be 2 through 14 symbols, and with 1 symbol as a working assumption
Starting symbol can be any position within a slot, such that slot boundary is not crossed.
Agreements:
· In case of slot-aggregation is configured

· the same symbol allocation is used across slots in UL

· Note: this aligns with the DL case

· the TB is repeated across the slots

· Discuss further offline the RV order for the DL/UL transmission (scheduled by DCI) spanning multiple slots (also checking the existing agreements made in the coding session)

· In case of slot-aggregation is configured, the configuration is limited to rank 1 only for both DL and UL

2.1  Time domain resource allocation table
It was agreed in RAN1 #91 that one table for UL and one table for DL is configured separately by RRC. Each table contains up to 16 rows, and in both tables, each row is configured by RRC with 
· K0 using 2 bits (for DL table),  K2 using 3 bits (for UL table)

· an index (6-bit) into a table/equation in RAN1 specs capturing valid combinations of start symbol and length (jointly encoded)

· PDSCH mapping type A or B.
Based on the agreement achieved in RAN1 #91 meeting, the bandwidth of each row is 9 bits for both the DL and UL table and the indication of combinations of start symbol and length are 6 bits for both UL and DL table. In the agreements of RAN1 NR AH 1801 meeting, PUSCH mapping type B own 105 combinations and 6 bits are not enough, an extra bit is needed for PUSCH mapping type B.   
For UL table, there is no description about the indication of PUSCH mapping type, but in the specification of 38.214 v15.0.1, the PUSCH mapping type and PDSCH mapping type are all decided by the row index which provided by DCI 

Text in “38.214 v15.0”:
	5.1.2.1
Resource allocation in time domain

When the UE is scheduled to receive PDSCH by a DCI, the Time domain resource assignment field of the DCI provides a row index of an RRC configured table pdsch-symbolAllocation, where the indexed row defines the slot offset K0, the start and length indicator SLIV, and the PDSCH mapping type to be assumed in the PDSCH reception.

6.1.2.1
Resource allocation in time domain

When the UE is scheduled to transmit a transport block on PUSCH by a DCI, the Time domain resource assignment field of the DCI provides a row index of an RRC configured table pusch-symbolAllocation, where the indexed row defines the slot offset K2, the start and length indicator SLIV, and the PUSCH mapping type to be applied in the PUSCH transmission.


It is easy to see, the PUSCH mapping type is already included in the UL table based on the above text descriptions and it should be clarified to prevent a possible confusion in understanding of agreements and the specification. Therefore, we propose to update the description about the time domain resource allocation as below:
One table for UL, one table for DL configured by RRC in Rel-15, each table is up to 16 rows

For DL table:

· K0 using 2 bits (for DL table)

· an index (6-bit) into a table/equation in RAN1 specs capturing valid combinations of start symbol and length (jointly encoded)

· PDSCH mapping type A or B.(1-bit)
For UL table:
· K2 using 3 bits (for UL table)

· an index (7-bit) into a table/equation in RAN1 specs capturing valid combinations of start symbol and length (jointly encoded)

· PUSCH mapping type A or B. (1-bit)
For the DL table, the bandwidth of each row is 9 bits, and for the UL table, the bandwidth of each row is 11 bits. This is in-line with the text from the specification. After the corresponding change, the confusion is eliminated and the time domain resource allocation table can cover all situations.
Proposal 1: An update of time domain resource allocation table is needed to align the specification with the agreements. The text below shall be applied:
	One table for UL, one table for DL configured by RRC in Rel-15, each table is up to 16 rows

For DL table:

· K0 using 2 bits (for DL table)

· an index (6-bit) into a table/equation in RAN1 specs capturing valid combinations of start symbol and length (jointly encoded)

· PDSCH mapping type A or B.(1-bit)
For UL table:

· K2 using 3 bits (for UL table)

· an index (7-bit) into a table/equation in RAN1 specs capturing valid combinations of start symbol and length (jointly encoded)

· PUSCH mapping type A or B. (1-bit)


In the RAN1 NR AH 1801 meeting, NR made a working assumption that 4 symbols is the minimum length of both PUSCH mapping type A and PDSCH mapping type A. Considering the DL table, 6 bits are used to indicate the symbol allocation in the slot and the restriction of the starting symbol is symbol index #0, 1, 2, 3. With X=4, there are 44 combinations in total, hence 6 bits are enough. So there is no reason to increase the value of X to achieve a lower number of combinations. Furthermore, mapping type B has already included shorter length cases, decreasing the value of X for finer granularity is therefore not needed. The same reason also applies for the value of Y. Thus, using X=4 and Y=4 as the minimum value of length of mapping type A should be agreed.      
Proposal 2: Using X=4 and Y=4 as the minimum value of length of mapping type A should be agreed.
2.2 RV order for TB repetition
It was agreed that for UL grant free transmission, a TB transmitted with several repetitions follows an RV sequence. The RV sequence is configured by UE-specific RRC signaling to be one of the following: 
•     Sequence 1: {0, 2, 3, 1}
•     Sequence 2: {0, 3, 0, 3}
•     Sequence 3: {0, 0, 0, 0} 
Figure 1 to Figure 4 below give the performance comparison of those 3 RV sequences in terms of normalized throughput. The normalized throughput is calculated by the following expression:
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Wherein, 
[image: image2.wmf]m

Q

 is modulation order (2 for QPSK and 8 for 256QAM), 
[image: image3.wmf]R

 is code rate, 
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 is average number of transmission times for a new data. Table 1 provides the corresponding simulation assumptions.
Table 1
Simulation Assumptions
	Channel
	AWGN

	Modulation
	QPSK, 256QAM

	TBS
	1024

	Code Rate
	1/2, 5/6

	RV Sequences
	{0,2,3,1}、{0,3,0,3} and {0,0,0,0}

	Decoding Algorithm
	Flooding BP, Max iterations = 50

	Codeword Length
	Same Length for Each Tx
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Figure 1 Rate=1/2 & QPSK     


Figure 2 Rate=5/6 & QPSK
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Figure 3 Rate=1/2 & 256QAM     


Figure 4 Rate=5/6 & 256QAM
These simulation results show that the RV sequence {0, 2, 3, 1} would be the best RV sequence with respect to the IR combination gain, which is in accordance with the agreement made in the channel coding session [2]. 
Meanwhile, the ability to self-decode an isolated transmission needs to be taken into account due to potential packet loss by collision or miss-detection. For the case that the 1st transmission is missed, the RV sequence of {0, 2, 3, 1} needs at least 2 more repetitions because RV2 is not self-decodable. However, the RV sequence of {0, 3, 0, 3} and the RV sequence of {0, 0, 0, 0}, may only need 1 repetition since their 2nd RV (RV3 or RV0) is self-decodable. The RV sequence {0, 0, 0, 0} is optimal w.r.t. to self-decoding, but only chase combining is allowed. The RV sequence {0, 3, 0, 3} provides a trade-off between a self-decoding requirement and the IR combing gain.
By considering both performance and latency, we propose that in case slot-aggregation is configured, the RV order for the DL/UL transmission repetition (scheduled by DCI) can be the same as the RV sequence used for the UL grant free cases. The RV sequence in the UL grant free RRC signaling can be reused by DCI scheduled transmission spanning multiple slots as the specified RV order. 
Proposal 3: Reuse the RV sequence of UL grant free transmission as the RV order for the DCI scheduled UL/DL TB repetition when slot aggregation is configured.
When slot aggregation is configured, the redundancy version for the first transmitted TB can be determined by the DCI and the redundancy version for the other repetitions can be determined by RV cycling. For example, if the RV order for the slot aggregated DL/UL transmission is {0, 2, 3, 1}, the redundancy version (rvidx) for the jth repetition can be determined according to table 2 by using 
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 is the redundancy version index determined by the 'Redundancy version' field in DCI format and table 2.
Table 2: Redundancy version
	Redundancy version Index
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	rvidx

	0
	0

	1
	2

	2
	3

	3
	1


Proposal 4: RV cycling is used to determine the redundancy version of the DCI scheduled UL/DL TB repetition when slot aggregation is configured. 
3 Resource allocation in Frequency domain 
Working assumption:

· Sizes of all DCI bitfields in DCI formats 0-1 and 1-1 in USS determined by current BWP. Data transmitted on the BWP indicated by the BWP index. If the BWP index activates another BWP, transform as follows:

· Zero-pad too small bitfields to match the new BWP

· Truncate too large bitfields to match the new BWP

3.1 WA of BWP switching
NR supports dynamic switching of BWPs. The resource allocation can be performed by DCI in the current BWP, but the actual resources can be allocated in the new BWP. The DCI is then related to the new BWP but the interpretation of the DCI (number of bits) is determined by the current BWP. Since the different BWPs can be configured with different bandwidths, the bitfields of each BWP may be different. The bit field of the new BWP is likely to be different from the bit field of current BWP. So there should be some operation to match the bit fields of the two BWPs. The corresponding working assumption achieved in RAN1 AH 1801 is shown below:

· Sizes of all DCI bitfields in DCI formats 0-1 and 1-1 in USS determined by current BWP. Data transmitted on the BWP indicated by the BWP index. If the BWP index activates another BWP, transform as follows:

· Zero-pad to small bitfields to match the new BWP

· Truncate to large bitfields to match the new BWP

If the bit field of the current BWP is larger than the bit field of the new BWP, the corresponding transformation operation is to truncate the too large bit field in order to match it to the size for the new BWP. If the bit field of the current BWP is smaller than new BWP’s, the transformation operation is to zero-pad the small bit field to match it with the new BWP. With the above working assumption, the blind detection for different new BWP configurations is not needed and with the corresponding transformation the bitfields are matching with the new BWP. NR should support this working assumption. In addition, the zero-pad and truncated operation should be contiguous in order to reduce the complexity. 
Proposal 5: NR should confirm the working assumption, and the zero-padding and truncation operation should be contiguous in order to reduce the complexity.

3.2 Zero-pad operation

If the bit field for RA in the new BWP is bigger than the bit field for the current BWP, zero-padding is performed to the original bit field to match to the size of the new BWP. For type 0, using a bitmap for resource allocation, there are two schemes of zero-padding, one is zero-padding to the MSB of the original bit field, and the other one is to zero-pad to the LSB of the original bit field. The two schemes have the same number of the allocated RBs. Only their positions have some differences. When switching from a smaller bit field to a bigger bit field, zero-padding to the MSB of the original bit field should be supported.  
For type 1, using an RIV value for resource allocation, the RIV value will affect the number of allocated RBs. The two schemes for zero-padding will bring different affects. Specifically, zero-padding to the MSB (meaning to pad zeros to the right of the original bit field) of the original bit field will result in a larger RIV value, in contrast to zero-padding to the LSB of the original bit field which will let the RIV value unchanged. As bigger BWP need larger bit fields, the zero-padding operation occurs at the BWP changing from a smaller BWP to a bigger BWP. The motivation of this BWP changing is most likely to get more resources. So the chosen zero-padding scheme should allocate more resources. In most cases, a larger RIV value will also allocate more RBs. Therefore, the zero-padding to MSB of the original bitfields results into a larger RIV value and should be supported.
Proposal 6: For type 0 and type 1 resource allocation, when zero padding is performed to adapt to a new bit field size, the MSBs of the original bit field shall be possible to preserve. The zeros can be padded after the original bit field.
3.2.1 Zero-pad with one-bit indication 

Based on LTE, the RIV value generation is performed according to the formula as shown below:
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It can be see the sorting order of the RIV values : kept the
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 unchanged firstly and the Start RB is increasing, for example,(
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RIV=0 is equivalent to (0,1) 
RIV=1 is equivalent to (1,1) 
RIV=2 is equivalent to (2,1)
 ....
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The bigger RIV value is not always associated with more resources; consider for example the case of maximum resource allocation: when all RBs of the BWP are allocated, then the RIV value is calculated to 2* 
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-1, which is smaller than the largest RIV value. In order to allocate more resources, only zero-padding to MSB of the original bit field in order to achieve a larger RIV value is not always sufficient. Sometimes, a smaller RIV value can allocate more resources. Then, zero-padding to the LSB of the original bitfields is better. Therefore, there should be one bit in the original bit field to indicate the zero-padding scheme. This zero-padding scheme can be dynamically determined and it brings also extra allocation flexibility. 
Proposal 7: In order to be able to allocate the necessary resources in a new larger BWP, there shall be one bit in the original bit field to indicate the zero-padding scheme, e.g. to which end of the original bit field the padded zeros shall be included.

3.2.2 Alternative operation to zero-padding
For the BWP switching from a smaller bit field to a larger one, the zero-padding operation is the WA. For type1 resource allocation, as an alternative to zero-padding, we propose bit field sampling. Since the new bit field is larger than the original one, it can represent more constellations for the resource allocation. However, the DCI information is provided by the original bit field which is corresponding to fewer constellations. Although the new bit field has many more options for resource allocation, only a part of them can be indicated. For example, if the new bit field is 10 bits large which corresponds to 1024 different values, but the original bit field is just 5 bits large which corresponds to 32 different values, then, no matter what operation is applied; only 32 constellations out of the 1024 possible options can be indicated. Therefore, we can sample the new bitfields’ constellations with a sample length of 1024/32=32 values. Then, we have 32 different sampling situations out of total 1024 constellations. The 32 sampling values can be directly indicated by the original bit field. Therefore, with no zero-pad operation, the sampling of the bigger bit field deals with the BWP switching in a simpler way than the zero-padding. In order to be more flexible, we can also add an offset of half the sample length to the sampling constellations with circle shift. Without the offset, the sampling positions are 32, 64, 96….1024; with the offset, the sampling situations are 48, 80, 112…..16. 

Proposal 8: The method of bit field sampling should be taken into account when switching from a big BWP to a small BWP for type1.
3.2.3 New formula for RIV generation

In LTE, the RIV value generation is shown in the formula 2-1. The sorting order of the RIV value is the following:

· Keep the
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And the RIV formula as shown below:
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where
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In the RIV formula the length,
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, is kept unchanged firstly. Therefore, the later RIV values can represent larger allocations, 
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. So, most part of the big RIV values would be corresponding to longer RBs allocations. The BWP changing to a wider BWP is most likely in order to get RBs for resource allocation available. Hence, zero-padding to the MSB of the original bit field is done. But with the above RIV formula, the bigger 
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 is achieved with zero-padding to MSB, and the smaller 
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 is achieved with zero-padding to LSB, the position of RB start determined by the bigger
[image: image36.wmf]RBs

L

. If in the new BWP another UE would be occupying some resources, then there might not be enough space for the bigger
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, then this transmission cannot be carried out, a blocking would occur. This situation shall be avoided. 
For this case, we suggest a new RIV formula with a different sorting order of the RIV values: 
· keep the start RB unchanged firstly 
· increase the 
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· RIV=0 is equivalent to (0,1) 
· RIV=1 is equivalent to (0,2) 
· RIV=2 is equivalent to (0,3)
· …
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Based on this RIV formula, the length of 
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 can be adjusted even after zero-pad to MSB of the original bitfields and the bigger 
[image: image45.wmf]RBs

L

 can also be achieved with zero-pad to MSB. If there is not enough space for the bigger
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, the DCI can adjust the length of 
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 suitable to the remaining space and avoid the blocking occurrence.

Proposal 9: A new RIV formula should be supported to reduce the blocking probability when switching BWPs.   
3.2.4 The monotony of RIV value associated with the combination of RB start and RB length
From the RIV formula of LTE, as shown in 2-1, the RIV value sorting order is to keep the
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unchanged firstly while the Start RB is increased. It can be seen that the increase of the RIV value should correspond to the start RB increasing where 
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=1; and the RIV value increasing corresponds to the start RB increasing where 
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=2; and the other RIV value increasing use the same rule. So a bigger RIV value means a larger
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with same start RB or a bigger start RB with the same
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. It can be interpreted as the bigger RIV value indicates the combination of start RB and 
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go through later. However, the restriction of 
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 causes that the start RB cannot go through all positions when 
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>1. Then RIV value does not always indicated the combination of start RB and 
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go through later. As the table-1 shown below, the entries in red colour are the RIV which does not correspond to the combination of start RB and 
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changing order.
Tabel-1
	RIV
	（Start RB，
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）
	RIV
	（Start RB，
[image: image60.wmf]RBs

L

）
	RIV
	（Start RB，
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）

	0
	（0,1）
	2N+1
	（1,3）
	3N-2
	（1,N-1）

	1
	（1,1）
	……
	……
	3N-1
	（0,N-1）

	2
	（2,1）
	3N-3
	（N-3,3）
	3N
	（0,4）

	3
	（3,1）
	3N-2
	（1,N-1）
	3N+1
	（1,4）

	……
	……
	3N-1
	（0,N-1）
	……
	……

	N-1
	（N-1,1）
	3N
	（0,4）
	4N-4
	（N-4,4）

	N
	（0,2）
	3N+1
	（1,4）
	4N-3
	（2,N-2）

	N+1
	（1,2）
	……
	……
	4N-2
	（1,N-2）

	……
	……
	4N-4
	（N-4,4）
	4N-1
	（0,N-2）

	2N-2
	（N-2,2）
	4N-3
	（2,N-2）
	4N
	（0,5）

	2N-1
	（0,N）
	4N-2
	（1,N-2）
	4N+1
	（1,5）

	2N
	（0,3）
	……
	……
	……
	……

	2N+1
	（1,3）
	3N-3
	（N-3,3）
	……
	……


The existence of the entries in red color of Table-1 breaks the monotony of RIV value associated with the combination of RB start and RB length. Thus, with the large RIV value, the corresponding combination of RB start and RB length is not certain to the large RB length which means a larger number of allocated RB. For example, new bit fields get from zero-pad to MSB of the original bitfields, the RIV value of the new bitfields become larger but it is possible with small number of allocated RB which is contrary to our purpose of switching to big BWP for more resource. The monotonicity of RIV value is also important for bitfields sampling and new RIV formula. If the monotonicity is guaranteed, the performance of switching to a big BWP will be significantly increased.
Proposal 10: The monotony of RIV value associated with the combination of RB start and RB length should be guaranteed.
3.3 Truncated transform operation
When the bit field of the current BWP is larger than for the new BWP, the truncation operation is needed to match the size of the bit fields. The truncation operation is relatively simple; it is just to remove some bits from the original bit field to match the bit field size of the new BWP. For both type 0 and type 1, the operation of truncation will not affect the indication information of bit fields of the new BWP, since the bits of indication of new BWP are completely reserved with no bit positions being changed.
For type 1, the bitfields of BWP is proportional to the bandwidth of BWP. It is means that bigger bit fields correspond to bigger bandwidths. So the truncation operation corresponding to the BWP switching is changing from a bigger BWP to a smaller BWP and to reserve the LSB of the bit field is more reasonable for truncating.

For type 0, it is based on bitmap for resource allocation, thus to reserve the LSB or the MSB makes no difference. To ensure the consistency with type 1, type 0 should also reserve the LSB of the bit field for truncating.
Proposal 11: For type 0 and type 1 resource allocation, reserve the LSB of the bit fields for truncating.
3
Conclusions

In this contribution, we mainly discussed the encoding of combination of start symbol and duration and the bit coupling method for reducing the number of rows of each table. 
Proposal 1: An update of time domain resource allocation table is needed to align the specification with the agreements. The text below shall be applied:

	One table for UL, one table for DL configured by RRC in Rel-15, each table is up to 16 rows

For DL table:

· K0 using 2 bits (for DL table)

· an index (6-bit) into a table/equation in RAN1 specs capturing valid combinations of start symbol and length (jointly encoded)

· PDSCH mapping type A or B.(1-bit)
For UL table:

· K2 using 3 bits (for UL table)

· an index (7-bit) into a table/equation in RAN1 specs capturing valid combinations of start symbol and length (jointly encoded)

· PUSCH mapping type A or B. (1-bit)


Proposal 2: Using X=4 and Y=4 as the minimum value of length of mapping type A should be agreed.
Proposal 3: Reuse the RV sequence of UL grant free transmission as the RV order for the DCI scheduled UL/DL TB repetition when slot aggregation is configured.
Proposal 4: RV cycling is used to determine the redundancy version of the DCI scheduled UL/DL TB repetition when slot aggregation is configured. 
Proposal 5: NR should confirm the working assumption, and the zero-padding and truncation operation should be contiguous in order to reduce the complexity.

Proposal 6: For type 0 and type 1 resource allocation, when zero padding is performed to adapt to a new bit field size, the MSBs of the original bit field shall be possible to preserve. The zeros can be padded after the original bit field.
Proposal 7: In order to be able to allocate the necessary resources in a new larger BWP, there shall be one bit in the original bit field to indicate the zero-padding scheme, e.g. to which end of the original bit field the padded zeros shall be included.

Proposal 8: The method of bit field sampling should be taken into account when switching from a big BWP to a small BWP for type1.

Proposal 9: A new RIV formula should be supported to reduce the blocking probability when switching BWPs.   
Proposal 10: The monotony of RIV value associated with the combination of RB start and RB length should be guaranteed.

Proposal 11: For type 0 and type 1 resource allocation, reserve the LSB of the bit fields for truncating.
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