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1	Introduction
In this contribution, we discuss the following remaining issues on CORESET and search space.
UE blind decoding and CCE limits
Search space design under a CCE limit
Overbooking handling
Hashing function update
CORESET time-domain locations
CORESET and SSB multiplexing
Max number of candidates for DCI format 2_1
2	Blind decoding and CCE limits on Search Space
2.1	Blind decoding limit
In RAN1 #91, we have the following agreements for the maximum number of PDCCH blind decoding per slot:
Agreements:
· For information, the following cases are clarified:
· Case 1: PDCCH monitoring periodicity of 14 or more symbols
· Case 1-1: PDCCH monitoring on up to three OFDM symbols at the beginning of a slot
· Case 1-2: PDCCH monitoring on any span of up to 3 consecutive OFDM symbols of a slot
· For a given UE, all search space configurations are within the same span of 3 consecutive OFDM symbols in the slot
· Case 2: PDCCH monitoring periodicity of less than 14 symbols
· Note: this includes the PDCCH monitoring of up to three OFDM symbols at the beginning of a slot
· The numbers in bracket in the following table can be further adjusted but not to be increased
· X<=16, Y<=8
· FFS whether or not to have case 2’, where the values of X and/or Y can be smaller than case 2
	Max no. of PDCCH BDs per slot
	SCS

	
	15kHz
	30kHz
	60kHz
	120kHz

	Case 1-1
	44
	36
	22
	20

	Case 1-2
	[44]
	
	
	-

	Case 2
	[44+X]
	[36+Y]
	[22+Y]
	[20]



For case 1-2 and Case 2, we propose removal of square brackets with X=Y=0 in Case 2. In other words, the same number of blind decoding is proposed for Case 2 same as Case 1-1 at least for a baseline Case 2 UE. UE with higher BD capability may be considered, e.g., for URLLC.
[bookmark: P1]Proposal 1. For case 1-2 and Case 2, the maximum number of blind decoding per slot is proposed as below.
	Max no. of PDCCH BDs per slot
	SCS

	
	15kHz
	30kHz
	60kHz
	120kHz

	Case 1-2
	44
	
	
	-

	Case 2
	44
	36
	22
	20



Another open issue on BD limit is for CA case. It was agreed that up to 4 CC CA, the maximum number of BD per slot linearly increases. For more than 4 CCs CA, the maximum number of BD per slot will depend on the explicit UE capability. 
Agreements
· For the following previous agreement, N=4
Agreements:
· For CA with up to N CCs, maximum number of PDCCH blind decodes per slot for a UE depends on the number of configured CCs.
· All UEs supporting CA with the same set of CCs supports the same maximum number of PDCCH blind decodes.
· No explicit UE capability signaling to inform the maximum number of PDCCH blind decodes is reported.
· For CA with more than N CCs, maximum number of PDCCH blind decodes for a UE depends on the explicit UE capability.
· All UEs supporting CA with the same set of CCs supports at least the same number of PDCCH blind decodes.
· FFS: the value of N (no more than 8).
For simplicity, we can consider the case without cross carrier scheduling. The baseline UE supporting more than 4 CC CA, it may be reasonable to assume that the maximum number of BD is 4 times the single CC BD limit. Assuming 5 CC CA, the maximum number of BD should be less than 5 times the single CC BD limit given N=4 was agreed. For more than 4 CC CA, the question is whether to have a universal bound or to have a bound with respect to the number of CC. These points need to be discussed and agreed in RAN1.
2.2	CCE limit
During RAN1 NR AdHoc 1801 meeting, the following working assumption was agreed to limit the UE complexity on PDCCH processing. The number of CCEs has implication on channel estimation as well as demapping process for channel decoding for NR PDCCH.
Working assumption:
· At least for case 1-1 and case 1-2, all UE supports channel estimation capability for 48 CCEs for a given slot per scheduled cell
· FFS: cross-carrier scheduling
· FFS: wideband RS
· FFS: overbooking and/or nested structure
· FFS: exceptional case of CCE counting
· FFS: for case 2
There were many FFS points related to CCE limit. Regarding cross-carrier scheduling, we view that the same limit should be maintained for the baseline cross-carrier scheduling capability. For wideband RS, it is true that the total complexity with wideband RS may not be the same as narrowband RS especially for channel estimation complexity. It should be noted that even for the case of narrowband RS, the channel estimation complexity may be different depending on the configuration of REG bundle size and the number of symbols in CORESET. On the other hand, the complexity for demapping process will be the same for all the cases. Since this is to provide the bound on UE complexity, we also propose the same CCE limit regardless of precoder granularity. For case 2, similar to BD limit, the same CCE limit is proposed at least for a baseline Case 2 UE. UE with higher CCE capability for Case 2 may be considered, e.g., for URLLC.
[bookmark: P2]Proposal 2. 48 CCE limit for a given slot per scheduled cell is proposed for:
· With cross-carrier scheduling
· Regardless of precoder granularity
· Case 2
3	Search Space Design under BD and CCE limits
3.1	Nested search space
LTE EPDCCH-like hashing function was adopted in NR.
Then, given BD (X) and CCE (Y) limits, when gNB configures the search space, it has to assume the worst case if overbooking is not allowed, i.e., the decoding candidates are not overlapping. For example, if for aggregation level ,  blind decodings are configured, then the worst case scenario is 


Typically this means if the gNB wants to take advantage of full X decoding capability, the decoding candidate aggregation level profile will be heavily biased towards low aggregation levels, which only works for high geometry UEs. 
On the other hand, due to random hashing, in many cases, the decoding candidates will (partially) overlap on CCEs, especially when the coreset bandwidth is not too wide, i.e., there are relatively small number of CCEs in the coreset. In this case, using the worst case assumption (non-overlapping CCEs) for aggregation level profile decision will be too conservative. In [1], one solution was proposed but this solution has drawbacks in terms of complexity and in fact managing the number of CCEs is not easy to control. Based on discussion during RAN1 NR AH1801, most companies were willing to adopt nested search space. We also view that the best approach for search space design under current CCE limit are adopting nested search space. With nested search space, we can cleanly define the number of consumed CCEs at least per nested structure. Therefore, it is proposed to adopt a nested search space structure. Given that a search space is associated only with on CORESET, the nested search space shall be contained within a CORESET.
We need to consider a couple of things for nested search space structure. One issue is how to build a nested structure for CSS and UESS. For CSS, since it is shared among multiple UEs (either cell-level or group-level), it needs to have its own nested structure. In case there are multiple CSSs associated with the CORESET, each CSS should have its own nested structure. This is because each CSS may not be targeted for the same group of UEs. For UESS, we can consider a combined nested structure across multiple UESS associated with a CORESET for a given UE. In this way, UESS can consume less number of CCEs.
[bookmark: P3]Proposal 3. NR PDCCH adopts a nested structure.
· Nested search space is defined within a CORESET.
· Each CSS associated with the CORESET has its own nested structure.
· UESS(s) associated with the CORESET have a combined nested structure.
The next question is how to construct each nested search space. Nested structure can be constructed from higher AL to lower AL (top-down) or from lower AL to higher AL (bottom-up). The details can be described as follows:
1. Top-down nested
· Hash the highest AL candidates using agreed hashing function
· If lower AL has a larger footprint in CCE, pseudo AL candidate(s) are added.
· For example, 2 AL8 and 5 AL4 candidates are configured, 2 AL8 decoding candidates and 1 AL8 pseudo candidate is necessary.
· Lower AL candidates are randomly selected under the footprint of the largest AL candidates (including pseudo candidate(s))
· The same hashing function can still be applied.
· Stitch all the CCEs selected from the highest AL candidates and renumber them for the purpose of hashing and apply the agreed hashing function
2. Bottom-up nested
· Hash the lowest AL candidates using agreed hashing function
· If higher AL has a larger footprint in CCE, pseudo AL candidate(s) are added.
· Higher AL candidates are randomly selected over the footprint of the lowest AL candidates (including pseudo candidate(s))
· The same hashing function can still be applied.
· Stitch all the CCEs selected from the lowest AL candidates and renumber them for the purpose of hashing and apply the agreed hashing function
Both approaches have pros and cons. Top-down approach has limitation in terms of utilization of the CORESET in a sense that it may not be able to select some CCEs when the CORESET has non-integer multiple of the highest AL candidates. For example, if there are 20 CCEs in the CORESET, the first 16 CCEs will be available in case 2 AL8 candidates are configured. Bottom-up approach allows the selection of all the available CCEs in the CORESET. On the other hand, the bottom-up approach will cause higher blocking between AL since one higher AL candidate can block all the lowest AL candidates belonging to that candidate. To trade-off between CCE utilization and lower blocking, we propose constructing the nested structure from the middle aggregation level, AL4. Then, the nested structure can be constructed as follows:
· [bookmark: Nested]Nested from middle (AL4)
· Hash the AL4 candidates using agreed hashing function
· If higher or lower AL has a larger footprint in CCE, pseudo AL candidate(s) are added.
· Higher AL candidates are randomly selected over the footprint of the AL4 candidates (including pseudo candidate(s))
· The same hashing function can still be applied.
· Stitch all the CCEs selected from the AL4 candidates and renumber them for the purpose of hashing and apply the agreed hashing function
· Lower AL candidates are randomly selected under the footprint of the AL4 candidates (including pseudo candidate(s))
· The same hashing function can still be applied.
· Stitch all the CCEs selected from the AL4 candidates and renumber them for the purpose of hashing and apply the agreed hashing function
[bookmark: P4]Proposal 4. NR PDCCH nested search space is constructed as described.
3.2	Overbooking in BD and CCE
With BD and CCE limits, it is essential to allow search space configuration for overbooking in terms of both CCE and BD. It is expected that CSS will be sparse in time (e.g., RMSI search space is every 20 ms) while UESS will be more frequent (e.g., every slot). In this case, whenever CSS occurs in a slot together with UESS, necessary amount of CCE and BD will be higher than the slots without CSS. If overbooking is not allowed, network needs to configure search space against the worst case where most search spaces occur. This will result in low utilization of search space in the slots without CSS, which can also cause relatively higher blocking due to less number of available candidates compared to the case with overbooking. If overbooking is allowed, overbooked candidate needs to be dropped based on dropping rules.
[bookmark: P5]Proposal 5. NR allows search space overbooking in terms of BD and CCE.
· Candidate dropping rule is introduced to meet BD and CCE limit.
It should be noted that CSS candidates should not be dropped given that the overbooking condition may be different from UE to UE dependent on UESS configuration.
[bookmark: P6]Proposal 6. CSS candidates are excluded from dropping, if overbooking is supported.
4	Hashing Function Update
In current TS 38.211 Section 10.1, CCEs assignment to a PDCCH is described by the following text.
----------------------------------------





For a search space set  associated with control resource set , the CCEs for aggregation level  corresponding to PDCCH candidate  of the search space set for a serving cell corresponding to carrier indicator field value  are given by 


where

for any common search space,; 






for a UE-specific search space,, , , , , and .
----------------------------------------
According to the specification text “for a UE-specific search space, ”, the Hashing function should be evaluated per search space set. Therefore,  should be replaced by  to introduce the dependency on search space set index. Besides, because  has been defined as the monitoring periodicity, we propose use a new symbol  to substitute the current . Based on these, the specification text is changed as follows
--------------------------------------------------------- Beginning of change -------------------------------------------------------------
for any common search space,; 
for a UE-specific search space, , , , , , and .
----------------------------------------------------------- End of change ------------------------------------------------------------------
For a UE-specific search space set, the hash value varies with subscript . Current TS 38.213 does not specify the meaning of . Therefore, it is unknown when a new hash value  is calculated and based on which . A straightforward definition of  is slot number in a frame corresponding to the slot where an occasion of the search space set is transmitted. However, this definition has a problem that if multiple search space sets are configured in the same slot, they all have the same hash value and the same CCE allocation in the slot. Besides, if the monitoring periodicity of a search space set is one or multiple frames, the same hash value is used for all occasions of the search space set. In these cases, CCE allocation for search space sets becomes less random or even not random at all. This diminishes the effectiveness of the search space design.
To resolve these issues, we propose to define  as the index of search space set occasions associated with a search space  in CORESET . A search space set occasion is an instance of a search space set. It occupies a number of consecutive symbols configured by CORESET-time-duration starting from a symbol determined by the monitoring periodicity, monitoring offset and monitoring pattern within a slot. 
We propose to increment  within a periodicity of [40] slots and reset  to zero at the beginning of the next [40] slot periodicity. With a [40] slot periodicity, a search space set configured with a 20 slot monitoring periodicity has 2 different hash values. Depending on their monitoring periodicity and offset, occasions of different search space sets may have different  even if they are from in same CORESET and collide in time. In order to enable a cross search space set CCE allocation, the colliding occasions from different search space sets need to have a same . We propse to use the maximum  of all colliding search space set occasions to calculate a hash values for all colliding occasions. Figure 1 shows how occasions of two different search space sets are indexed and how to choose the index when two occasions collide. In this example, search space sets 1 and 2 have a monitoring periodicity of 20 and 10 slots, respectively. 
[bookmark: P7]Proposal 7: Replace subscript  in hash value  by . Define  as the index of occasions of a search space set in a [40] slot periodicity. When occasions of different search space sets collide, choose the largest  among all occasions to calculate a hash value and use this hash value for all colliding occasions of associated search space sets.


[bookmark: _Ref506412213]Figure 1 Index of search space set occasions for two search space sets in the same CORESET.
5	CORESET Time-domain Locations
In RAN1#91, it was agreed to remove “CORESET-start-symb” from the RRC parameter. The justification of this agreement was that this information can be also provided by the RRC parameter “monitoringSymbolsWithinSlot” in search space configuration via 14 bit bitmap. We understand the intention of each bit in “monitoringSymbolsWithinSlot” is the indication of the start symbol of the associated CORESET. It is good to confirm this understanding to avoid confusion in the specification.
Agreements:
· RRC parameter “CORESET-start-symb” is deleted from the RRC parameter list.
[bookmark: P8]Proposal 8. RAN1 understands that each bit in “monitoringSymbolsWithinSlot” in SearchSpace RRC configuration indicates a start symbol of the associated CORESET.
With this clarification, current search space configuration in RRC allows search space to be configurable at any symbol within a slot. Independent of blind decoding limits, this is also problematic for UE implementation due to too flexible configuration. Due to similar reasons, 3 cases were defined for the purpose of blind decoding limit discussion. Case 1-1 and case 1-2 has only one time span for DL control region. For case 2, currently there is no limitation. In order to avoid unnecessary implementation complexity (UE processing management, memory management and etc.), we propose to limit up to 2 time spans within a slot, each up to 3 consecutive OFDM symbols.
[bookmark: P9]Proposal 9. For a given UE for a given CC, PDCCH monitoring is limited up to 2 time span within a slot, each time span of up to 3 consecutive OFDM symbols.
6	CORESET and SSB Multiplexing
In current 38.213 specification, it is stated that “the UE receives the PDCCH by excluding REs corresponding to SS/PBCH block indexes indicated by …”. 
A UE can be configured by higher layer parameter SSB-periodicity-serving-cell a periodicity of half frames for transmission of SS/PBCH blocks in a serving cell. If the UE has received SSB-transmitted-SIB1 and has not received SSB-transmitted and if REs for a PDCCH reception overlap with REs corresponding to SS/PBCH block indexes indicated by SSB-transmitted-SIB1, the UE receives the PDCCH by excluding REs corresponding to SS/PBCH block indexes indicated by SSB-transmitted-SIB1. If a UE has received SSB-transmitted and if REs for a PDCCH reception overlap with REs corresponding to SS/PBCH block indexes indicated by SSB-transmitted, the UE receives the PDCCH by excluding REs corresponding to SS/PBCH block indexes indicated by SSB-transmitted.
RAN1 has not discussed clear UE behavior related to the case when resources are overlapping between CORESET and SSB. We believe this text resulted from the agreement made in initial access discussion during RAN1 NR-AH#3 as follows:
Agreements:
· For rate matching purpose
· For UE specific PDSCH and UE specific CORESET
· If the UE has received no bitmap through RRC signalling, the UE assumes SS/PBCH block transmission according to the signalling in RMSI 
· If the UE has received a bitmap through RRC signalling, the UE assumes SS/PBCH block transmission according to the bitmap in RRC based signalling 
· For PDSCH carrying RMSI and the corresponding PDCCH CORESET, the UE assumes that no SS block is transmitted in the allocated resources
· Working assumption: For other channels, the UE assumes SS/PBCH block transmission according to the signalling in RMSI
· FFS: Confirm for each channel
· The signalling in RMSI is only for the associated SS/PBCH block
· FFS: Other uses of the signalled SS/PBCH block indication in RMSI and/or RRC

When UE assumes SSB transmission as the part of the CORESET, there can be different options. Either entire CORESET is dropped, overlapping candidates are dropped, overlapping candidates are rate matched or punctured. CORESET dropping might be too lossy from network perspective. On the other hand, PDCCH rate matching or puncturing was never verified and it may add unnecessary complexity for control channel processing. Therefore, it is proposed to adopt search space candidate dropping for those that has overlapping resources with SSB.
[bookmark: P10]Proposal 10. When there are overlapping REs between UE-specific CORESET and SSB, UE is not required to monitor any candidate overlapping with SSB REs.
7	Candidates for DCI Format 2_1
For GC PDCCH (SFI) monitoring with DCI format 2_0, it was agreed that the number of candidates is limited up to 2. For DCI format 2_1, frequent monitoring occasions (at least every slot) are expected. In addition, fast decoding result is desirabl. Therefore, similar to DCI format 2_0, the same maximum number of candidtes is proposed for DCI format 2_1 (pre-emption indicator).
[bookmark: P11]Proposal 11. For DCI format 2_1, the configurable number of candidates is up to 2.
8	Conclusions 
In this contribution, we have discussed the remaining issues on CORESET and search space and have made the following proposals:
Proposal 1. For case 1-2 and Case 2, the maximum number of blind decoding per slot is proposed as below.
Proposal 2. 48 CCE limit for a given slot per scheduled cell is proposed for:
· With cross-carrier scheduling
· Regardless of precoder granularity
· Case 2
Proposal 3. NR PDCCH adopts a nested structure.
· Nested search space is defined within a CORESET.
· Each CSS associated with the CORESET has its own nested structure.
· UESS(s) associated with the CORESET have a combined nested structure.
Proposal 4. NR PDCCH nested search space is constructed as described.
· Nested from middle (AL4)
· Hash the AL4 candidates using agreed hashing function
· If higher or lower AL has a larger footprint in CCE, pseudo AL candidate(s) are added.
· Higher AL candidates are randomly selected over the footprint of the AL4 candidates (including pseudo candidate(s))
· The same hashing function can still be applied.
· Stitch all the CCEs selected from the AL4 candidates and renumber them for the purpose of hashing and apply the agreed hashing function
· Lower AL candidates are randomly selected under the footprint of the AL4 candidates (including pseudo candidate(s))
· The same hashing function can still be applied.
· Stitch all the CCEs selected from the AL4 candidates and renumber them for the purpose of hashing and apply the agreed hashing function
Proposal 5. NR allows search space overbooking in terms of BD and CCE.
· Candidate dropping rule is introduced to meet BD and CCE limit.
Proposal 6. CSS candidates are excluded from dropping, if overbooking is supported.
Proposal 7: Replace subscript  in hash value  by . Define  as the index of occasions of a search space set in a [40] slot periodicity. When occasions of different search space sets collide, choose the largest  among all occasions to calculate a hash value and use this hash value for all colliding occasions of associated search space sets.
Proposal 8. RAN1 understands that each bit in “monitoringSymbolsWithinSlot” in SearchSpace RRC configuration indicates a start symbol of the associated CORESET.
Proposal 9. For a given UE for a given CC, PDCCH monitoring is limited up to 2 time span within a slot, each time span of up to 3 consecutive OFDM symbols.
Proposal 10. When there are overlapping REs between UE-specific CORESET and SSB, UE is not required to monitor any candidate overlapping with SSB REs.
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