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Introduction
In this contribution, we discuss the evaluation methodology and performance metrics that are relevant for non-orthogonal multiple access (NOMA). 
NOMA metrics
In UL NOMA, multiple UEs transmit their data packets over shared resources, after applying time/frequency-domain preprocessing by spreading their QAM symbols using a signature sequence, and are separated at the gNB using multi-user detection (MUD). In principle, the NOMA paradigm is essentially UL MU-MIMO, with the extra step of lowering the transmit code-rate by means of spreading. The spreading is expected to assist and improve reliable UE separation at the base station, when the number of receive antennas is limited, relative to the number of UEs. In the evaluations, though, we should consider realistic values for the number of receive antennas, which for some NR carriers may go up to 32 or 64. In this case, baseline MU-MIMO may be able to serve some use-cases, therefore, we believe that realistic numbers of gNB antennas should be studied, according to the scenario in the evaluations.
NOMA has different features to consider, namely, choice of signature sequences, number of UEs and MUD design and complexity. These new features lead to compromises in performance, which in turn is an indication that we should consider several aspects when assessing the performance of NOMA schemes. At the same time, the MUD receiver complexity should be kept to reasonable levels for practical systems and should be studied separately; we believe that this discussion should be conducted within RAN4.
Link-level evaluations
In NOMA evaluations, we should use metrics that are tailored to each use-case. For example, in eMBB, where spectral efficiency is the target, it makes sense to have sum data rate as the target metrics. In mMTC, where a high number of UEs should be supported at a certain BLER level, we could look at the UE capacity (that is, the ‘connection density’) that can be supported given a certain grade of service. This is also a relevant metric for low latency applications, yet for high reliability we believe that orthogonal access should be used.
When selecting which setups shall be considered for evaluation, we need to make sure that we avoid parametrizing the system in a way that could significantly inflate potential NOMA benefits. One such example is channel estimation (CE), whose impact on NOMA is much bigger in NOMA than in OMA. The reason is that for orthogonal transmission, the CE is only impaired by noise whereas in NOMA we further have the effect of pilot contamination; the latter is sensitive to channel dispersion, i.e., the more dispersive the channel, the more interference will be experienced on a UE DMRS sequence by other UE DMRS sequences. Ideal CE would significantly underemphasize these issues and, therefore, should not be considered. Another example is the use of multiple antennas at the receiver; here we believe that support for 8 or more receive antennas should be considered above 700 MHz since multiple receive antennas can render OMA or baseline MU-MIMO more competitive, such that it could eventually achieve some of the desired target as mentioned above. Other assumptions that inflate NOMA gains should also be captured; for example, in a grant-free scenario where UL time alignment is not guaranteed for all cell sizes and CP values, we should consider or the impact of solutions such as the added overhead of eCP, if employed for UL-NOMA.
Based on these considerations, we summarize our proposed LLS evaluation framework in Table 1, covering the different use-cases. 
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	Parameters
	Values or assumptions

	Carrier Frequency
	700 MHz, 4 GHz

	Waveform 
	OFDM 

	Numerology
	15KHz (@700MHz),  30kHz (@4GHz)

	Channel model
	CDL-A,CDL-C with 100ns delay spread

	Channel coding
	LDPC with coderate 

	CRC
	24 bits

	Modulation
	QPSK, 16/64-QAM

	BS antenna configuration
	4/8 Rx baseline 

	Baseline
	MU-MIMO with advanced receiver, e.g. SL-IC, R-ML, etc.

	UE antenna configuration
	1Tx; 2 Tx may be used for URLLC

	Power Control
	Imperfect power control

	Channel estimation
	Realistic CE (MMSE)

	Frequency Error
	50 Hz for mMTC; other applications FFS.

	Timing Error
	For mMTC: uniform distribution within [0 Tx], where Tx is the max roundtrip propagation delay according to cell radius.
Other applications FFS.

	Transmission Time
	2 slots 

	Packet size
	63 bytes

	HARQ processes
	1, 4



System-level evaluations 
System level methodology and parameters
System level evaluations of UL NOMA schemes have been only briefly addressed in the NR NOMA study item so far, and so the evaluation methodology and parameters need further refinement.  We discuss some of the principal aspects that should be updated below:
1. Evaluations should use a traffic model with variably sized packets as well as with random arrival.  
NOMA requires that multiple UEs transmit simultaneously on the same resources.  Therefore, the inter-user arrival and packet size statistics of the traffic model can greatly affect the performance of NOMA schemes.  Evaluated systems should take into account realistic effects such bursty traffic, and unequal resource allocation for NOMA UEs.  Full buffer or fixed packet sizes are not realistic.  This is not to say that full buffer models are not useful for calibration purpose; they should just not be used for the purpose of evaluating a NOMA scheme’s gains.
2. Channel estimation must be realistic, take into account interference, and account for overhead
NOMA UE’s reference signals can mutually interfere similarly to their PUSCH, depending on if they can be allocated orthogonal resources or not.  They may also be interfered by other UEs in other cells.  Since NOMA schemes rely on interference canceling receivers to provide gains, the accuracy of the channel estimation is crucial to the scheme. High SINR channel estimates can require high RS overhead, and so there is a natural tradeoff between interference suppression and RS overhead.   Furthermore, RS overhead grows as the packet size decreases, and so is especially important to account for in mMTC applications.
3. Antenna configurations should reflect realistic gNB configurations for the targeted use cases
At 700 MHz, two columns with two dual polarized antenna elements is sufficiently compact and is expected to be a common antenna configuration for a variety of scenarios and use cases.  The study of 700 MHz in NOMA is targeted for mMTC applications where cell range is particularly important.  Such use cases naturally employ as many receive antennas as can fit within size constraints, since this provides gains for nearly any type of traffic and independent of UE capability.  By contrast, new capacity enhancing transmission schemes such as NOMA require new UE capabilities and that these capabilities are supported by most of the UEs served by the network.  Therefore, capacity enhancing transmission schemes will tend to be of interest once opportunities to expand receive arrays are expended.  Then at higher frequencies than 700 MHz, the number of antenna elements that can fit into this same form factor will increase proportionately, and so 4 Rx elements per cell should be seen as a minimum number.  
4. DL traffic related assumptions are not needed
The NOMA study item focuses on the uplink, as agreed in RP-170829.  Moreover, the SI already is highly ambitious, considering mMTC, eMBB, and URLLC, grant based and grant free operation, etc.  Evaluating all of these possibilities with sufficiently realistic assumptions already seems highly challenging.  Therefore, if anything, the scope of the UL investigations should be further reduced.
5. 5G channel models should be used, assuming a fixed antenna virtualization
These are the most state of the art and were specifically developed for NR studies.  While some of the models were not completely stable during initial NOMA evaluations; the 5G models are now complete, and are available in TR38.901.  Note that the models in 38.901 support active antenna systems used in FD-MIMO where antennas are composed of a 2D array of antenna elements.  Such antenna systems can have a large number of receive chains, and support high order MU-MIMO.  Since the spectral efficiency of such arrays is already very high, it is not expected arrays with many receive antennas (say more than 8) would benefit from the use of UL NOMA.  Consequently, we assume that fixed antenna virtualization is used on columns of the 2D arrays modeled in 38.901, resulting in the normal 17 dBi gain per antenna column that has been typically assumed in 3GPP.  The models in 38.901 can then use 8 elements per column to form such antennas.  Also, since we assume that FD-MIMO is not used, then the normal cable losses apply; the typical value of 3 dB is used.
Recommendations for detailed system level evaluation parameters are given in section 4.3.
Proposals:
· Evaluations use a traffic model with variably sized packets as well as with random arrival.  
· Channel estimation is realistic, takes into account interference, and accounts for overhead
· The minimum number of receive antennas is no less than 4 in any scenario
· 8 receive antennas should also be evaluated above 700 MHz
· DL traffic related assumptions are not developed
· 5G channel models are used for all system level evaluations
· A fixed virtualization is used to model a classical (non-FDMIMO) antenna 
· The system level simulation parameters given in section 4.3 are used
Quality of service requirements for mMTC
TR 38.802 section 9.12  calls for an evaluation of packet drop vs. packet arrival rate per cell, where: “packet drop rate is defined as (Number of packet in outage) / (number of generated packets), where a packet is in outage if this packet failed to be successfully received by destination receiver beyond ‘Packet dropping timer’”.  Typically packet drop rate is modelled on link level, while on system level it is more appropriate to consider outage in terms of percentage non-served users. However, considering that it is expected that mMTC corresponds to small and infrequent data delivery it is our understanding that the packet drop rate requirement actually corresponds to an outage requirement of 1%. This implies that the connection density is to be evaluated at the point where 99% of all users are served by the investigated system.

Proposal
· The TR 38.802 packet drop rate metric is interpreted as an outage requirement of 1%, implying that the connection density (number of generated packets) should be provided at the point where 99% of all users are served by the system. 
The meaning of a packet dropping timer depends on at what level in the protocol stack the timer is considered. We propose it to be defined as a timer started at the point where the higher layers in the device or the eNB triggers a connection attempt, and at expiration the user is considered as dropped. 

Proposal
· A packet dropping timer should be started when upper layers triggers an attempt to access the system for the purpose of initiating a data transfer. The timer is terminated when the data has been delivered by the receiver.
The actual timer value is dependent on many factors such as agreed path loss and distribution of packet sizes. Massive MTC is also considered to be delay insensitive. With this in mind, we believe it is sufficient to declare the used packet drop timer when along with service latency statistics when presenting the connection density. 

Proposal
· The packet drop timer is to be declared and service latency performance is to be presented when presenting the achieved connection density.
[bookmark: _Ref506383827]System level simulation parameters
The following tables start with those from R1-1610531, which were used in initial NOMA system level evaluations. Suggested modifications are identified with change marks.
Table 2: General System Level Simulation Assumptions for mMTC
	Attributes  
	Values or assumptions  

	Layout  
	Single layer - Macro layer: Hex. Grid  

	Inter-BS distance  
	1732m (RMa) or 500m (UMa)

	Carrier frequency  
	700MHz  

	Simulation bandwidth  
	Companies report simulation bandwidth used in evaluation  

	Channel model  
	5G RMa or UMa. 

	UE Tx power  
	Max 23dBm 

	BS antenna configuration  
	Rx: 4 ports (8 as optional)
2 xpol branches / column; column spacing = 0.5
2 columns (4 as optional) 

	BS element pattern  
	Follow the modeling of TR38.901  

	BS antenna height  
	According to TR38.901

	BS antenna gain 
	17 dBi 

	BS cable loss
	3 dB

	BS receiver noise figure  
	5 dB  

	UE antenna elements  
	1Tx 

	UE antenna height  
	According to TR38.901

	UE antenna gain  
	-4dBi  

	UE distribution  
	According to TR38.901 

	Baseline Scheme
	MU-MIMO

	BS receiver  
	Advanced receiver.  Comparable complexity for NOMA and baseline.

	UL power control  
	Companies report power control scheme  

	Channel estimation 
	Realistic 



Table 2: Traffic Model for mMTC
	Attributes  
	Value or assumptions 

	Data packet arrival rate per UE 
	Poisson arrival with arrival rate  λ 

	Number of UEs per cell 
	Companies report the number of UEs per cell  

	Packet size 
	Follow TR45.820: 20-200 byte Pareto + {65 or 29} bytes higher layer protocol overhead; 29 is used if ROHC is supported. FFS: whether ROHC is or is not used.

	Simulation Bandwidth  
	Companies report the simulation bandwidth

	Target coverage 
	99% of users are served at the target connection density
Companies report service latency performance 

	
	Companies report HARQ/retransmission assumption. 

	Packet dropping timer 
	Companies report value used  



Table 2: General System Level Simulation Assumptions for eMBB
	Attributes 
	dense urban (macro only)
	rural

	Layout
	Single frequency layer: Hex. Grid                                                                                  
	Single layer:   Hex. Grid

	Inter-BS distance 
	Macro layer: 500m (UMa) or 200m (UMi)
	1732m 

	Carrier frequency 
	4GHz for the single layer
	700MHz

	Simulation bandwidth
	20MHz 
Note: For FDD, simulation BW is split equally between UL and DL

	Channel model
	5G UMa and 5G UMi
	5G RMa

	UE Tx power 
	23dBm

	BS antenna configurations
	4, 8, [16] Rx
2, 4, [8] columns
	4 Rx (8 optional)
2 columns (4 columns optional)

	
	2 xpol branches / column; column spacing = 0.5

	BS antenna height 
	According to TR38.901

	BS antenna gain 
	17 dBi

	BS Cable Loss
	3 dB

	BS receiver noise figure
	5 dB

	UE antenna configuration
	1 TX  

	UE antenna height
	According to TR38.901

	UE antenna gain
	Follow the modeling of TR38.901

	UE receiver noise figure
	9dB

	Traffic model
	FTP model 1, 100kB or 500 kB packet size
NOTE: Full buffer may be provided for simulation calibration purposes, but is not used for technical scheme down selection.

	Traffic load (Resource utilization)
	For baseline scheme: 50%, 75% and 25% (optional)
Companies report service latency performance

	UE distribution
	According to 38.901
In the case of full buffer simulations for calibration, 10 users per TRP is the baseline. 20 users or other value is not precluded. 
	According to 38.901
10 users per TRP for full buffer traffic used for calibration purposes, other values not precluded



Conclusions
In this contribution, we have considered link and system level simulation setups for NOMA, including metrics needed in the evaluations.  We made the following proposals:

Proposals for Link-level evaluation
· Link level evaluations should be conducted according to Table 1. 

Proposals for System Level Methodology and Parameters:
· Evaluations use a traffic model with variably sized packets as well as with random arrival.  
· Channel estimation is realistic, takes into account interference, and accounts for overhead
· The minimum number of receive antennas is no less than 4 in any scenario
· 8 receive antennas should also be evaluated above 700 MHz
· DL traffic related assumptions are not developed
· 5G channel models are used for all system level evaluations
· A fixed virtualization is used to model a classical (non-FDMIMO) antenna 
· The system level simulation parameters given in section 4.3 are used
Proposals for mMTC Quality of Service Requirements:
· The TR 38.802 packet drop rate metric is interpreted as an outage requirement of 1%, implying that the connection density (number of generated packets) should be provided at the point where 99% of all users are served by the system. 

· A packet dropping timer should be started when upper layers triggers an attempt to access the system for the purpose of initiating a data transfer. The timer is terminated when the data has been delivered by the receiver.

· The packet drop timer is to be declared and service latency performance is to be presented when presenting the achieved connection density.

