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The sidelink CA is a critical issue for the V2X scheduling, and it also drew significant attention and discussion in RAN1 sessions. The RAN1#90 meeting[1] agreed that Rel-14 per-carrier independent sensing procedure and resource selection is supported. The following meeting RAN1#90bis[2] agreed the working assumption of a single carrier provision by higher layer for transmission, and the continuous carrier usage until Rel-14 the triggering of Rel-14 resource reselection. The mega meeting RAN1#91[3] further extended the agreements by considering Rel-15 triggering conditions.

As a result, we propose an extended analysis based on previous contributions [4] to investigate into the resource scheduling with different traffic types and CA configurations. It should facilitate the joint resource reselection with both Rel-14 and Rel-15 triggering conditions. The type of service and the corresponding CA configuration should be properly tuned to optimize the scheduling performance.

Discussion
Agreements from previous meeting
In RAN1#90, the following agreements for PC5 carrier aggregation were reached [1]:
 (
Agreement:
At least Rel-14 per-carrier independent sensing procedure and resource (re)selection is supported
FFS whether other solution is needed. 
FFS if sensing on multiple carriers as a single set of resources is supported
FFS if sensing can be done on a per-carrier basis, but resource selection can be different than Rel-14 UEs
)

Rel-14 per carrier sensing and resource selection should be supported. In addition, there were agreements for carrier selection on sidelink:
 (
Agreement
:
Higher
 layer 
semi-statically provides
 potential carrier(s)
 for 
Tx
 
and Rx 
for CA
FFS how 
Tx
 carrier(s) is(are) selected within the set of potential 
Tx
 carrier(s) 
Send LS to RAN2 cc SA2 to inform them of this assumption (including the note)
)

That is, forward compatibility with Rel-14 should be considered, and the higher layer may configure the CA carrier for Tx and Rx. The RAN1#90bis determined some working assumptions for the carrier provision [2]:
 (
Working assumption
:
For a given MAC PDU, RAN1 assumes that a single carrier is provided by higher layer for its transmission. 
From RAN1 perspective, the following factors can be taken into account for TX carrier selection.  
CBR
UE capability (e.g. number of TX chains, implementation related aspects such as power budget sharing capability, TX chain retuning capability)
For a given MAC PDU, a single carrier is used for transmission and potential retransmission of this MAC PDU.
From RAN1 perspective, once a carrier is selected, the same carrier is used for all MAC PDUs of the same 
sidelink
 process at least until resource reselection is triggered for that same 
sidelink
 process based on Rel-14 triggering conditions. 
Note that the UE is not precluded to switch transmission chains between component carriers for different 
sidelink
 processes
)

A single carrier is configured by higher layer for a given MAC PDU, and a single carrier is used for transmission and potential retransmission of this MAC PDU. Besides, Rel-14 triggering condition for resource reselection should be considered, and new Rel-15 condition is further included in the next RAN1#91 meeting [3]:
 (
Agreements:
Confirm the following working assumption made in RAN1#90bis meeting with the following update:
For a given MAC PDU, RAN1 assumes that a single carrier is provided by higher layer for its transmission. 
From RAN1 perspective, the following factors can be taken into account for TX carrier selection.  
CBR
UE capability (e.g. number of TX chains, implementation related aspects such as power budget sharing capability, TX chain retuning capability)
For a given MAC PDU, a single carrier is used for transmission and potential retransmission of this MAC PDU.
From RAN1 perspective, once a carrier is selected, the same carrier is used for all MAC PDUs of the same 
sidelink
 process at least until resource reselection is triggered for that same 
sidelink
 process based on Rel-14 triggering conditions 
and
, if any,
 new
 Rel-15 triggering conditions
.
Note that the UE is not precluded to switch transmission chains between component carriers for different 
sidelink
 processes.
)

Current V2X sidelink CA is developed based on the above agreements and working assumptions, so we should configure the CA scheduling with regard to the single carrier mechanism and the corresponding resource reselection procedure. 

Observation 1 : At least one of the CCs should be selected for data transmission.

Different traffic or service types has distinct medium access patterns and quality requirements. Therefore, the main scenarios and the corresponding traffics in V2X should be supported. Since platooning, including the sharing of monitor videos and sensor/application information, the Rel-14 traffic patterns and voice traffic should be studied. From previous contributions [4], how to select a group of carriers from the pool should be discussed, considering different CA solutions and traffic patterns. We will further investigate into the impact of different traffic/service types upon distinct performance metrics.

Carrier Aggregation Structure in Sidelink

V2X sidelink carrier aggregation consists of sensing window phase and data transmission phase. Scheduling assignment (SA), which indicates the location of data, is transmitted before the data transmission phase. SA is transmitted for UE to contend resource in sensing window phase, that is, in PSCCH. The PSCCH and corresponding PSSCH are in the same carrier. Besides, the sensing window phase and data transmission phase in all CCs are synchronized. That is to say, all CCs are in the same phase from the perspective of time domain. 
2.3   CA solutions
We use X/Y/Z to indicate the total number of carrier/ the number of carrier can be sensed/ the number of carrier be be used respectively.  The terms
	X to be the number of CC 
	Y to be the number of CC be sensing and contention
	Z to be the number of CC can chosen as data transmission
As the notation shows, it is obvious that X≧Y≧Z because the UE should not access the the channel it has not sensed in the sensing window phase.

Here we propose three solutions for the resource allocation in sidelink carrier aggregation:

2.3.1  solution 1 : M/1/1 CA
When a UE wants to transmit data on PC5 link, it needs to choose one CC from all M CCs, and then the UE will contend on this chosen CC. If this UE wins the resource in this CC, it can transmit data on corresponding data window phase. 

2.3.2  solution 2 : M/N/1 CA
When a UE wants to transmit data on PC5 link, it needs to choose N CCs from all M CCs. Then the UE will contend on these chosen CCs. If this UE wins the resource on some CCs, it will choose one CC from the obtained CCs to transmit data on corresponding data transmission phase. 

2.3.3  solution 3 : M/N/n CA
When a UE wants to transmit data on PC5 link, it needs to choose N CCs from all the M CCs. After that, the UE will contend on these chosen CCs. If this UE wins the resource on some CCs, it will choose all n CCs it got to transmit data on corresponding data transmission phase. 

Carrier Aggregation Solutions Analysis
Based on our previous analyses of different CA solutions, we first eliminate the M/N/1 solution due to its higher collision probability in light traffic and lower throughput in heavy traffic. This time we focus on the VoIP traffic model. In addition to collision probability and throughput, we also examine the delay of each solution under different traffic load. Moreover, we extend the number of UEs to 350 in our simulation to get a more profound investigation.

Analysis for Collision Probability
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Figure.1 Collision probability

Observation 2: Solution 1/1/1 has a lower collision probability than M/M/M does.

Analysis for Throughput
Another performance metric is the throughput for these two solutions, and our simulation result is shown in Figure.2. As we can observe from the figure, the throughput under solution 1/1/1 is always higher than that under solution M/M/M. It is because of the light-loaded VoIP traffic. Since the traffic amount is small, once the UE gains the resource for transmission, the VoIP data is immediately transmitted after its arrival. Given the same amount of data transmission, solution 1/1/1 has a higher throughput because of its lower collision probability. 
[image: ]
Figure.2 Throughput  

Observation 3: Solution 1/1/1 has a higher throughput than M/M/M does because of its lower collision probability.

Analysis for Delay
The last metric we would like to analyze is the delay under each solution, and the result is shown in Figure.3. The delay is defined as the period from data generation to data transmission. From the figure, we can observe that there is an intersection for the two curves, showing that a CA solution may not perform as well with the increasing number of UEs. 

We would like to explain the results as follows. First we note that the simulation is performed under VoIP traffic, which is a lightly-loaded and persistent traffic. For a small number of UEs, which the number is smaller than 250, solution 1/1/1 has a higher delay than M/M/M does. It is because under solution M/M/M, there are M times more CCs than solution 1/1/1, and thus the data is transmitted M times faster. 

However, as the number of UEs increases, the load of the channel also increases. When the number of UEs is over 250, where the intersection occurs, the solution M/M/M started to cause too much collision. In this case, the UE can barely win the channel competition, and therefore is difficult for UE to transmit the VoIP data. Since VoIP traffic is a light-loaded traffic, the UE winning the channel competition, either using solution 1/1/1 or M/M/M, is able to transmit all of the data immediately. Hence, it would be a waste that some UEs occupy multiple CCs but only transmit a small amount of data. In solution M/M/M, there are more and more UEs waiting for the next channel competition phase, and thus the delay increases. In contrast, there is higher probability to win the channel competition under solution 1/1/1, so the number of waiting UEs is less than that of solution M/M/M. As a result, the average delay is relatively low compared to the solution M/M/M.
[image: ]
Figure.3 Delay

Observation 4: There is an intersection for solution 1/1/1 and M/M/M with respect to delay. In addition, solution M/M/M has a lower delay before the intersection, and solution 1/1/1 has a lower delay after the intersection.

Dynamic Solution Selection
From the analysis stated above, we observe that there is no single CA solution suitable for all of the channel status, especially the delay curves. As the channel occupancy changes, there may be other solutions better than the current one. For this reason, we propose that carrier aggregation solution should be tuned based on some channel quality indicator.

Observation 5: One CA scheduling scheme may not be suitable for all situations.

Proposal 1: Carrier aggregation solution should be dynamically tuned based on the desired channel quality indicator.
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Our observations include:
Observation 1: At least one of the CCs should be selected for data transmission.
Observation 2: Solution 1/1/1 has a lower collision probability than M/M/M does.
Observation 3: Solution 1/1/1 has a higher throughput than M/M/M does because of its lower collision probability.
Observation 4: There is an intersection for solution 1/1/1 and M/M/M with respect to delay. In addition, solution M/M/M has a lower delay before the intersection, and solution 1/1/1 has a lower delay after the intersection.
Observation 5: One CA scheduling scheme may not be suitable for all situations.

From above observations and discussion, we propose:
Proposal 1 : Carrier aggregation solution should be dynamically tuned based on some channel quality indicator.
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