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In RAN meeting #75, a new SID on Non-Orthogonal Multiple Access (NoMA) for NR was approved [1]. It has been agreed that the receivers for NoMA shall be studied during the SI. 
1.2 Receivers for non-orthogonal multiple access: [RAN1, RAN4] 
· MMSE receiver, successive/parallel interference cancellation (SIC/PIC) receiver, joint detection (JD) type receiver, combination of SIC and JD receiver, or other receivers
In this contribution, we will discuss a general turbo-like iterative structure for NoMA receivers. The connections between different SU/MU detectors, as well as the way of information exchange between the SU/MU detectors and the channel decoders are also briefly discussed.  
General Turbo-like Receiver Structure for NoMA
Among the advanced receivers proposed for NoMA [2][3][4][5], all of them share a general turbo-like structure with potential outer-loop iterations between the symbol level single-user (SU) or multi-user (MU) detector and the FEC decoder for interference cancellation (IC), as shown in Figure 1. There are different types of SU/MU detectors and also different ways of IC. Each combination results in a different implementation of NoMA receivers.
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	(a) SU detector with SIC
	(b) MU detector with PIC


Figure 1: General Turbo-like Receiver Structure for NoMA.
The classic SU detectors include the matched filter (MF) and SU minimum mean square error (MMSE) estimator, while the well-known MU detectors include message passing algorithm (MPA), elementary signal element (ESE), MU MMSE, and expectation propagation algorithm (EPA), etc.
Regarding the way of IC, either successive IC (SIC) or parallel IC (PIC) can be applied with different cost in the decoding latency. Each round of IC is usually referred as one outer-loop iteration from the FEC decoder to the SU/MU detector, so the number of outer-loop iterations can be defined as the number of times that hard or soft bit information feedbacks back from the FEC decoder. For SIC, in each round of outer-loop, information from only one bit stream is feedback from the FEC decoder, while for PIC, information from multiple data streams can be feedback from the FEC decoders to the MU detector.
As for the content of IC, the hard bit information usually refers to the binary bit streams that have been successfully decoded (e.g., passed CRC check). It can be used to reconstruct the transmit signals such that it could be canceled in the received signal input to the SU/MU detector. On the other hand, the soft bit information refers to the log-likelihood-ratios (LLRs) of the bit streams that haven’t been decoded successfully (e.g., could not pass the CRC check). It can be fed back to the SU/MU detector as prior information to improve the detection performance. The combination of the two, also known as hybrid (soft and hard) IC can also be applied to benefit from both types, whose structure is illustrated in Fig. 1.
Observation 1: To strike a good balance between link performance and implementation complexity, turbo-like receiver structure with outer-loop iterations between SU/MU detectors and FEC decoders for interference cancellation is commonly used for decoding of NoMA transmissions. 
Proposal 1: Advanced receiver should be considered for decoding of NoMA transmissions, taking into account the tradeoff between complexity, latency and performance.
Candidate MU Detectors
For MU detectors, since the optimal maximum likelihood (ML) or maximum a posterior (MAP) detector has prohibitively high complexity, sub-optimal MU detectors should be considered in practice. In this contribution, several low-complexity MU detectors, including MPA, ESE, MMSE, and EPA, are discussed as well as the connections between them.  Some details can be found in the Appendix. 
a) MPA
Message passing algorithm (MPA) [7] is a kind of iterative detector which has near ML detection performance. The MPA detector is performed by message passing on the corresponding factor graph of the NoMA scheme. Every FN (representing RE) and VN (representing data layer) connected in the factor graph makes a FN-VN pair. MPA starts with the initial conditional probability calculation at each FN. Received signal on each RE, channel estimation on each RE from each user, as well as the noise estimation on each RE are all needed as input in this step. Then it enters message passing iterations between FNs and VNs along the edges. To distinguish from the outer-loop iterations, the iteration within MPA is called inner-loop iteration. This applies to other iterative MU detectors as well. In each inner-loop iteration of MPA, there are two steps, known as FN update and VN update, respectively, which is done independently for each FN-VN pair. After enough inner-loop iterations, the LLRs for the coded bits are calculated based on the codeword probability and serve as the input to the turbo decoder thereafter [2]. 
The complexity order of MPA per iteration is O , where  denotes the number of projection points on the constellation for  bits mapping (), and  denotes the number of layers colliding over each FN. To further reduce the complexity of MPA especially in the case of very high overload and high modulation order, sub-group MPA can be used by restricting the maximum number of layers to which MPA is applied in each round. More specifically, MPA is first applied to a limited number of layers, so that the number of colliding layers over each FN does not exceed a constant threshold value . Due to such constraint, the detection complexity is greatly reduced from  to  (). This kind of MPA is also called SIC-MPA in [2] and [8]. 
b) ESE
Elementary signal element (ESE) [5] is one kind of linear MU detector which simply approximates the interference plus noise as Gaussian. It works well especially with low code rate and light overload. However, when code rate or overload is high, the convergence of ESE is relatively slow and thus it may incur large decoding latency.   
In practice, ESE can be implemented in different ways depending on the specific form of Gaussian approximation applied. Assume the gNB has  receive antennas, then one can treat each receive antenna independently, in which case the interference plus noise is approximated as a scalar Gaussian random variable. Alternatively, one can treat all receive antennas jointly and thus the interference plus noise is approximated as a joint Gaussian vector, i.e., multivariate Gaussian. To distinguish between the two kinds of implementation, the ESE with joint Gaussian approximation is usually called vector ESE. Vector ESE outperforms scalar ESE at the cost of much high complexity due to the covariance matrix inversion.  Moreover, to achieve acceptable detection performance, both vector ESE and scalar ESE rely on PIC to exploit the coding gain from the FEC.
Observation 2: ESE-PIC receiver heavily relies on the coding gain from the FEC and thus may have slower convergence, especially at high spectral efficiency and high overloading. 
c) MMSE
MMSE detector is one kind of classic linear detector which is obtained by approximating the prior distribution of the signal as Gaussian. For the general turbo-like NoMA receiver structure, the prior distribution can be obtained from the soft information fed back by the FEC decoder [6]. If such soft information is unavailable, a Gaussian approximation with zero mean and unit variance (or the transmitted signal power) is usually used [6]. 
For spreading based NoMA with spreading factor , there exist two kinds of implementations which are called chip-by-chip MMSE and block-wise MMSE, respectively. For chip-by-chip MMSE, the MMSE operation is performed on each RE independently, while for block-wise MMSE, the MMSE operation is performed jointly on the whole  spreading REs. The dominant complexity of MMSE detector lies in the matrix inversion. For chip-by-chip MMSE, the size of the matrix inversion is. While for block-wise MMSE, since it combines all the  different receive antennas in  spreading REs, the size of matrix inversion is . As a result, block-wise MMSE has much higher complexity, i.e., , than chip-by-chip MMSE, i.e., , especially when the spreading factor  is large.
Observation 3: Block-wise MMSE for linear spreading based NoMA scheme has higher complexity than chip-by-chip MMSE, especially when the spreading factor  is high. 
d) EPA
Expectation propagation algorithm (EPA) is a well-known approximate Bayesian inference technique which has already been widely used in the machine learning community due to its excellent performance [10][11][12]. It projects the true posterior distribution of the transmitted symbols into a family of Gaussian distributions by iteratively matching the means and variances with the true posterior distribution. 
Compared with MPA, EPA only has linear complexity with respect to the modulation order  ( if low projection is used) and , the number of superimposed signals in one RE. Despite its linear complexity, EPA achieves nearly the same performance as MPA in most scenarios of interest and only has some performance loss at very high overload and high spectral efficiency [4][9]. Moreover, in practical implementations of EPA, when gNB is equipped with multiple antennas, different antennas associated with the same RE can be combined together to further improve its convergence performance. 
In short, EPA can be viewed as one kind of Gaussian approximation of MPA but with consideration of the non-Gaussian nature of the transmitted symbols as well. From another perspective, it can also be viewed as an enhancement of ESE by iteratively refining the Gaussian approximation of the prior distribution. Specifically, in each inner-loop iteration of EPA, the prior Gaussian approximation of each symbol is refined by considering the true prior distribution, after which ESE is performed. In light of this, if only one inner-loop iteration is performed, EPA reduces to ESE. 
Observation 4: EPA can improve the performance of ESE by iteratively refining the Gaussian approximation of the prior distribution with much lower complexity compared with MPA.
e) Summary and comparison
Different MU detectors are briefly summarized in Table 1.  
[bookmark: table_MU_summary]Table 1: Brief Summary of various MU detectors 
	MU Detector
	Basic Principle
	Properties

	MPA
	Sum-product message passing is performed on the factor graph of NoMA transmission
	· Near ML detection performance
· Chip-by-chip implementation
· Comparatively high complexity at high overload
· SIC-MPA as a low-complexity variant

	ESE
	The interference plus noise is approximated as Gaussian.
	· Chip-by-chip implementation
· Comparatively low convergence rate at high overload and high SE

	MMSE
	The prior distribution is directly approximated as Gaussian.
	· Chip-by-chip or block-wised implementation
· Block-wise MMSE has much higher complexity 

	EPA
	An enhancement of ESE by iteratively refining the Gaussian approximation of the prior distribution on the factor graph.
	· Chip-by-chip implementation
· Fast convergence
· Nearly the same performance as MPA



In the following, we compare the performances of different receivers under the general turbo-like structure for NoMA. Specifically, we take contention-based OFDM (CB-OFDM) as an example and the turbo-like structure with PIC shown in Figure 1 (b) is adopted. The MU detectors selected are MPA, EPA, and ESE, which are all implemented in a chip-by-chip manner. For simplicity, the corresponding receiver is simply called MPA receiver, EPA receiver, and ESE receiver, respectively. Details of simulation parameters are listed in the Appendix. 
It can be seen from Fig. 2 that the EPA receiver with linear complexity (w.r.t. number of users) achieves the same performances as MPA in all the simulation scenarios. For ESE receiver, however, there is some performance loss compared to the MPA receiver, especially when the load gets higher.
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(a) 4UE, CB-OFDM, SE=0.2			                (b) 6UE, CB-OFDM, SE=0.2
Figure 2: BLER performances with different receivers
Conclusions
In this contribution, we discussed the receiver structure for NoMA. We obtained the following observations and proposals.
Observation 1: To strike a good balance between link performance and implementation complexity, turbo-like receiver structure with outer-loop iterations between SU/MU detectors and FEC decoders for interference cancellation is commonly used for decoding of NoMA transmissions. 
Observation 2: ESE-PIC receiver heavily relies on the coding gain from the FEC and thus may have slower convergence, especially at high spectral efficiency and high overloading. 
Observation 3: Block-wise MMSE for linear spreading based NoMA scheme has higher complexity than chip-by-chip MMSE, especially when the spreading factor  is high. 
Observation 4: EPA can improve the performance of ESE by iteratively refining the Gaussian approximation of the prior distribution with much lower complexity compared with MPA.
Proposal 1: Advanced receiver should be considered for decoding of NoMA transmissions, taking into account the tradeoff between complexity, latency and performance.
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Appendix 
Table A-1: Evaluation parameters for Figure 2.
	Parameters 
	Values or assumptions 

	NoMA scheme
	Contention based OFDMA

	Carrier Frequency 
	2 GHz 

	Numerology 
	Same as Release 13 

	Transmission Bandwidth 
	4RB

	Target spectral efficiency 
	Per UE spectral efficiency: 0.2 bps/Hz 

	Channel coding
	LTE Turbo

	BS antenna configuration 
	2 Rx 

	UE antenna configuration 
	1Tx 

	Transmission mode 
	TM1 (refer to TS36.213) 

	SNR distribution of Multiple UEs 
	Equal SNR

	Number of Multiplexed UEs
	4, 6

	Propagation channel & UE velocity 
	TDL-A 30ns, 3km/h
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