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1 Introduction
In NR#2, the following agreement was made for Polar codes of DCI:
	Agreement:
For UL, where 12<=K+nFAR<=22, J+J’ = nFAR + 6, 3 PC bits are generated according to the following steps:
1.  Encode K info bits to K+nFAR+3 CRC encoded bits,
· FFS the nFAR+3 CRC bit locations
2.  Select K’ = K+nFAR+6 most reliable bit positions
3.  Select 3 PC bits from the K’ reliable positions
· The most reliable n positions with wmin, where
· wmin is the minimum row weight (as defined in R1-1706193) of the K+nFAR+3 most reliable positions within the K’ reliable positions, where n is given by:
· n=1 if M-K-nFAR>192
· n=0 otherwise
· 3-n positions selected in least reliable positions within the K’ reliable positions.
4. Working Assumption:  The value of the PC bits is obtained from a length-5 cycle shift register as in R1-1706193




In this contribution, we discuss the remaining issues of Polar codes for UCI, especially the definition of PC bits. 

2 Parity Check Bits of PC-CA-Polar 
2.1 PC Bit Computation
Figure 1 to Figure 3 show the number of info bits (including CRC) that each of the 3 PC bits depends upon for different combinations of payload size K (excluding CRC) and block length M.   As shown, based on the shift-register computation of length 5, the first PC bit does not depend on any info bits and thus reduces to a regular frozen bit in most cases.  Even the 2nd PC bit is also frozen in a significant number of cases.   Only the last PC bit is not frozen in most cases.  As a result, the effective number of PC bits is often much less than 3, and the performance benefit of such a small number of PC bits, if any, is quite limited. This is also demonstrated by the simulation results in Figure 16 – Figure 18.
Observation 1 For majority cases, the first PC bit does not depend on any info bits and thus reduces to a regular frozen bit. The 2nd and last PC bit are also frozen in a significant number of cases.  

On the other hand, as the last PC bit is often situated far away from the first info bit, the shift register computation is non-trivial and incurs significant additional delay and complexity, which is hard to justify when the performance benefit is negligible.
1. If the PC bits are inserted, consider alternative, simpler computation of PC bit values that yields similar performance.
[image: ][image: ]
(a) CRC = 11 bits						(b) CRC = 8 bits
[bookmark: _Ref494749614]Figure 1:	Number of Info Bits that PC bit #1 depends on for  and  with (a) nFAR = 8 bits (CRC=11 bits) and (b) nFAR =5 bits (CRC=8 bits)
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(a) CRC = 11 bits						(b) CRC = 8 bits
Figure 2:	Number of Info Bits that PC bit #2 depends on for  and  with (a) nFAR = 8 bits (CRC=11 bits)  and (b) nFAR =5 bits (CRC=8 bits)
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(a) CRC = 11 bits						(b) CRC = 8 bits
[bookmark: _Ref494750502]Figure 3:	Number of Info Bits that PC bit #3 depends on for  and  with (a) nFAR = 8 bits (CRC=11 bits) and (b) nFAR =5 bits (CRC=8 bits)

2.2 PC polar performance compared to CA polar
We have compared the performance of PC polar with CA polar and a simplified PC polar scheme where the shift register length used for calculation of the PC bits has been reduced from 5 bits to 1 bit, effectively creating a simple parity of previous information bits.
The CA polar curve is generated assuming the normal CA polar code construction as used for K+nFAR>22.
The simulations are done with K=12:14, CRC polynomial 0xe21 (11 bit) and M=23:320 where the code rate as defined above is less than or equal to 2/3. For each point 1000 block errors have been simulated and the same random seed is used for each code construction scheme.
In the figures below “PC parity” is used to mark the results for the PC polar scheme where a one-bit shift register is used.

Based on the simulation study, we have the following observations.
Observation 2 The PC polar scheme incurs a significant performance loss compared to CA polar (0.12 to 0.24 dB) when the n=1 case is triggered in the PC-CA polar code construction.
Observation 3 A PC polar scheme using a one bit shift register (i.e., simple parity of previous information bits) deliver virtually identical performance to the PC polar scheme using a 5 bit shift register.
Based on these observations we propose the following changes to the working assumption.
1. Use the CA polar code construction instead of the PC-CA-Polar scheme.
1. If the PC bits are inserted, use a one-bit shift register (i.e., simple parity of previous information bits) instead of a 5-bit shift register.
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Figure 4:	Required SNR for K=12	
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Figure 5:	Required SNR for K=13	
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Figure 6:	Required SNR for K=14	
As can be seen from the figures the PC polar scheme incurs a significant performance loss compared to CA polar when the n=1 case is triggered in the code construction. On the other hand PC polar with one bit shift register has virtually identical performance to the PC polar scheme with 5 bit shift register.
Below the differences in performance are shown for the two cases.
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Figure 7:	Difference in required SNR between PC polar and CA polar for K=12	
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Figure 8:	Difference in required SNR between PC polar and CA polar for K=13
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Figure 9:	Difference in required SNR between PC polar and CA polar for K=14
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Figure 10:	Difference in required SNR between PC polar and PC polar with one bit shift register for K=12
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Figure 11:	Difference in required SNR between PC polar and PC polar with one bit shift register for K=13
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Figure 12:	Difference in required SNR between PC polar and PC polar with one bit shift register for K=14


3 Conclusions
In this contribution, we made the following observations:

Observation 1 For majority cases, the first PC bit does not depend on any info bits and thus reduces to a regular frozen bit. The 2nd and last PC bit are also frozen in a significant number of cases.
Observation 2 The PC polar scheme incurs a significant performance loss compared to CA polar (0.12 to 0.24 dB) when the n=1 case is triggered in the PC-CA polar code construction.
Observation 3 A PC polar scheme using a one bit shift register deliver virtually identical performance to the PC polar scheme using a 5 bit shift register.


Based on the discussion in this contribution we propose the following:
1. If the PC bits are inserted, consider alternative, simpler computation of PC bit values that yields similar performance.
1. Use the CA polar code construction instead of the PC-CA-Polar scheme.
1. If the PC bits are inserted, use a one-bit shift register (i.e., simple parity of previous information bits) instead of a 5-bit shift register.
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