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1. Overall Description:
SA2 thanks RAN 2 and RAN 1 for their replies in R2-1709976 and R1-1715089. 
SA2 notes the statements that it is expected that both LTE and NR will support the transfer of 32 bytes within 1 ms or less, and, that work on “ultra reliability” has not yet started within RAN 1 and RAN 2.
The SA2 work under the EDCE5 work item has concentrated on what new QCIs are needed for ‘low latency with normal reliability’, taking into account TS 22.261’s requirements in this area (see the yellow highlighted lines in Annex A) and lower latency Mobile BroadBand. 
Future SA2 work will investigate the “ultra-reliable” aspects under the EPS_URLLC WID. Note that SA2’s work on the QoS mechanisms for 5G Core may provide a more flexible description for URLLC data flows when the RAN is connected to the 5G Core Network.
SA2 have considered RAN2’s request for information on packet size, packet arrival rate, activity factor, and maximum data rates, and SA2 can see the value of having this knowledge within the RAN. However, when considering the EPC, SA2 see significant problems in determining these values accurately (or even approximately) and simply. 
An example of these problems is where the same type of cellular modem is built into different types of machinery (e.g. wheeled robot vs lathe) by different firms, and then those machines are sold and used in different types of factories/environments, and then the original builder (e.g. of the lathe’s software application) changes its software (and the packet size and arrival rate) without the knowledge of the HPMLN operator or the factory owner or the cellular modem builder.
While considering the issue, SA2 have considered a proposal whereby the eNB could learn (e.g. over a period of some seconds or even less) the characteristics of most devices’ packet arrival rate/activity factor and packet size, and that these characteristics could be transferred at handover and stored in the MME in idle mode, and then used to assist in admission control for these devices. SA 2 request RAN 3 to provide feedback on whether they wish to develop this approach. 

When considering the RAN 1 feedback on the ability to deliver 32 bytes within 1ms, and applications with “non-continuous” data requirements, it seems useful to provide one or more QCIs that have defined maximum packet sizes (and peak inter arrival rate) so that these parameters can be used as “well known” constraints by application developers. Packet sizes of 255 and 1500 bytes (with RAN latency of around 9 ms) are proposed in QCI “N+1” and QCI “N+2” below. QCI “N” is a low latency GBR bearer. 
Note: SA2 anticipate that the QCI “N+2” service using 1500 bytes might not be available across the whole of the PLMN’s service area, e.g. it might only be available in areas served by high bandwidths.
Subscription information can be used to assist the activation of the bearers with these QCIs.
As a consequence, for ‘low latency with normal reliability’ and lower latency Mobile BroadBand, SA2 are currently planning to add just four new QCIs into their specifications. In addition, it is expected that the ‘example services’ for the existing QCI 3 are expanded to include the ‘Electricity distribution – medium voltage’ and ‘Process automation ‒ monitoring’ scenarios from TS 22.261 clause 7.2.2, table 1. Annex B shows the characteristics of QCI 3 and the other existing QCIs.
The characteristics of these 4 new proposed QCIs are shown below. The characteristics/components are somewhat different to the characteristics/components of the legacy QCIs in TS 23.203.

	QCI value
	Resource Type
	Priority Level
	One way PDB between SGi and UE application 
	Proportion of unsuccessful packets
	 Attributes / factors
	Example services

	N
	GBR
	2
	10 ms for 99.99% of packets.

Assumes 1ms from SGi to eNB physical layer

 
	10-4
Including delayed packets 
As with normal GBR traffic, data above GBR is best effort
	Activity factor and data burst size might be learnt by the RAN, and stored in the MME in idle state

For initial admission control, a data rate averaging window of 20ms is assumed
	Discrete Automation (TS 22.261, table 7.2.2-1, row 2.)


	N+1
	 Non-GBR 
	2
	10 ms for 99.99% of packets.

Assumes 1ms from SGi to eNB physical layer


	10-4
Including delayed packets
Packets outside of the “low latency envelope” should be delivered as “best effort” and not systematically discarded.
	Maximum packet size and arrival rate for which RAN “guarantees” latency and reliability are achieved is:

     Max packet size: 255 bytes

     Arrival rate < once per 50 ms

Arrival rate and data burst size may be learnt by the RAN, and stored  in the MME in idle state
	Discrete Automation (TS 22.261, table 7.2.2-1, row 2, “small packets”)


	N+2
	
Non-GBR 
	2
	10 ms for 99.99% of packets.

Assumes 1ms from SGi to eNB physical layer


	10-4
Including delayed packets
Packets outside of the “low latency envelope” should be delivered as “best effort” and not systematically discarded.
	Maximum packet size and arrival rate for which RAN “guarantees” latency and reliability are achieved is 

      Max packet size: 1500 bytes

      Arrival rate < once per 50 ms

Arrival rate and data burst size may be learnt by the RAN and stored in the MME in idle state
	Discrete Automation (TS 22.261, table 7.2.2-1, row 2, “big packets”)




	N+3
	Non-GBR
	6.2
	10 ms

For 98% of packets (as existing TS 23.203)

Assumes 2 ms from SGi to eNB physical layer

	     10-6

Excluding delayed packets.

This error rate is intended for the configuration of the RAN data link.
	
	Low latency eMBB applications (TCP-IP based); 

Augmented Reality



QCI’s “N+1” and “N+2” differ from legacy (c.f. Release 8) non-GBR bearers in that it is anticipated that the RAN applies stricter admission control on them than it does for QCIs such as QCI 8 and 9. For example, for admission control the RAN might treat them in a manner similar to that for GBR bearers.
Discussion on the background to these values and characteristics is welcomed, e.g. via conference call or email prior to SA2 #124 in Reno. Interested delegates of other working groups are also welcome to attend the SA2 EDCE5 discussions.
SA1 are requested to note that the above latencies are only between SGi and the UE and do not allow for any application processing, etc.

2. Actions:
To RAN 2, RAN 3.
ACTION 1: 	SA2 requests RAN 2 and RAN 3 to note that SA2 is intending to pursue the above way forward on the QCI definition, and hence to provide rapid feedback if they wish SA2 to adjust this way forward.  
To RAN 3:
ACTION 2: 	SA2 requests RAN 3 to provide feedback on whether they wish to develop this concept of the burst characteristics of low latency bearers being learnt and transferring this information at handover/storing it in the MME in idle state.
To SA 1:
ACTION 3: SA2 requests SA1 to provide feedback on whether the latencies in the above QCI table should be reduced to cater for e.g. application processing, and if so, to provide information such that SA2 can document the resulting latency between SGi and UE.  

3. Date of Next SA2 Meetings:
SA2 #124	27 Nov – 1 Dec 2017	Reno, Nevada, USA
SA2 #125	22 – 26 Jan 2018	Gothenberg, Sweden





Annex A: extracted from TS 22.261 v15.1.0

Table 7.2.2-1 Performance requirements for low-latency and high-reliability scenarios.
	Scenario
	End-to-end latency
(note 3)
	Jitter
	Survival time
	Communication service availability
(note 4)
	Reliability
(note 4)
	User experienced data rate
	Payload
size
(note 5)
	Traffic density
(note 6)
	Connection density
(note 7)
	Service area dimension
(note 8)

	Discrete automation – motion control
(note 1)
	1 ms
	1 µs
	0 ms
	99,9999%
	99,9999%
	1 Mbps
up to 10 Mbps
	Small
	1 Tbps/km2
	100 000/km2
	100 x 100 x 30 m 

	Discrete automation
	10 ms
	100 µs
	0 ms
	99,99%
	99,99%
	10 Mbps
	Small to big
	1 Tbps/km2
	100 000/km2
	1000 x 1000 x 30 m

	Process automation – remote control
	50 ms
	20 ms
	100 ms
	99,9999%
	99,9999%
	1 Mbps
up to 100 Mbps
	Small to big
	100 Gbps/km2
	1 000/km2
	300 x 300 x 50 m

	Process automation ‒ monitoring
	50 ms
	20 ms
	100 ms
	99,9%
	99,9%
	1 Mbps
	Small
	10 Gbps/km2
	10 000/km2
	300 x 300 x 50

	Electricity distribution – medium voltage
	25 ms
	25 ms
	25 ms
	99,9%
	99,9%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	100 km along power line

	Electricity distribution – high voltage 
(note 2)
	5 ms
	1 ms
	10 ms
	99,9999%
	99,9999%
	10 Mbps
	Small
	100 Gbps/km2
	1 000/km2
(note 9)
	200 km along power line

	Intelligent transport systems – 
infrastructure backhaul
	10 ms

	20 ms
	100 ms
	99,9999%
	99,9999%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	2 km along a road

	Tactile interaction
(note 1)
	0,5 ms
	TBC
	TBC
	[99,999%]
	[99,999%]
	[Low]
	[Small]
	[Low]
	[Low]
	TBC

	Remote control
	[5 ms]
	TBC
	TBC
	[99,999%]
	[99,999%]
	[From low to 10 Mbps]
	[Small to big]
	[Low]
	[Low]
	TBC

	NOTE 1: 	Traffic prioritization and hosting services close to the end-user may be helpful in reaching the lowest latency values.
NOTE 2: 	Currently realised via wired communication lines. 
NOTE 3: 	This is the end-to-end latency the service requires. The end-to-end latency is not completely allocated to the 5G system in case other networks are in the communication path.
NOTE 4: 	Communication service availability relates to the service interfaces, reliability relates to a given node. Reliability should be equal or higher than communication service availability.
NOTE 5: 	Small: payload typically ≤ 256 bytes 
NOTE 6: 	Based on the assumption that all connected applications within the service volume require the user experienced data rate. 
NOTE 7: 	Under the assumption of 100% 5G penetration.
NOTE 8  Estimates of maximum dimensions; the last figure is the vertical dimension.
NOTE 9:	In dense urban areas.
NOTE 10: 	All the values in this table are targeted values and not strict requirements. 





Annex B: Existing QCIs from 3GPP TS23.203
Table 6.1.7: Standardized QCI characteristics
	QCI
	Resource Type
	Priority Level
	Packet Delay Budget
(NOTE 13)
	Packet Error Loss
Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
(NOTE 1, NOTE 11)
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
(NOTE 1, NOTE 11)
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3), NOTE 14
	
	3
	50 ms
(NOTE 1, NOTE 11)
	10-3
	Real Time Gaming, V2X messages

	4
(NOTE 3)
	
	5
	300 ms
(NOTE 1, NOTE 11)
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 3, NOTE 9, NOTE 12)
	
	0.7
	75 ms
(NOTE 7,
NOTE 8)
	
10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
(NOTE 3, NOTE 12)
	
	
2
	100 ms
(NOTE 1,
NOTE 10)
	
10-2
	Non-Mission-Critical user plane Push To Talk voice

	75
(NOTE 14)
	
	2.5
	50 ms
(NOTE 1)
	10-2
	V2X messages

	5
(NOTE 3)
	
	1
	100 ms
(NOTE 1, NOTE 10)
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
(NOTE 1, NOTE 10)
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
(NOTE 1, NOTE 10)
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	
300 ms
(NOTE 1)
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	69
(NOTE 3, NOTE 9, NOTE 12)
	
	0.5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
(NOTE 4, NOTE 12)
	
	5.5
	200 ms
(NOTE 7, NOTE 10)
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
(NOTE 14)
	
	6.5
	50 ms
(NOTE 1, NOTE 10)
	10-2
	V2X messages

	NOTE 1:	A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.
NOTE 2:	The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.
NOTE 3:	This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.
NOTE 4:	If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.
NOTE 5:	This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".
NOTE 6:	This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.
NOTE 7:	For Mission Critical services, it may be assumed that the PCEF is located "close" to the radio base station (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence delay of 10 ms for the delay between a PCEF and a radio base station should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.
NOTE 8:	In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.
NOTE 9:	It is expected that QCI-65 and QCI-69 are used together to provide Mission Critical Push to Talk service (e.g., QCI-5 is not used for signalling for the bearer that utilizes QCI-65 as user plane bearer). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.
NOTE 10:	In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.
NOTE 11:	In RRC Idle mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.
NOTE 12:	This QCI value can only be assigned upon request from the network side. The UE and any application running on the UE is not allowed to request this QCI value.
NOTE 13:	Packet delay budget is not applicable on NB-IoT or when Enhanced Coverage is used for WB-E-UTRAN (see TS 36.300 [19]).
NOTE 14:	This QCI could be used for transmission of V2X messages as defined in TS 23.285 [48].
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